S by REY |
United Stateﬁ Gengral Accounting Office

GAO

- Report to the Chairman, Legislation and

National Security Subcommlttee,

- ™y n“A 1r\
Committee on Government Operatio

House of Representatives

December 1987

bfy the {J ce of Congressional Relations,

Procedures Would

o tho
Increase the

Credibility of Results

DUA0

134959

T D~Not to be released outside the Gencral |
Office except on the basis of the specific appr oval

RELEASED

1

¢A0/PEMD-88—3

|
T

540407






United Staies \
General Accounting Office
Washington, D.C, 20548

Program Evaluation and
Methodology Division

B-229237
December 29, 1987

The Honorable Jack Brooks
Chairman, Legislation and

National Security Subcommittee
Committee on Government Operations
House of Representatives

Dear Mr. Chairman:

This report presents our review of selected simulations the Department of Defense uses to
provide information about the effectiveness of weapon systems and the efforts of the
department to ensure the simulations’ credibility. It is one of several GAO reviews on the
quality of information being used for decisionmaking, and it focuses on the tools federal
departments and agencies use to generate that information.

Unless you publicly announce the contents of this report earlier, we plan no further
distribution of it until 30 days from the date of the report. At that time, copies of the report
will be sent to the Committee on Government Operations of the House of Representatives and
to the House and Senate committees on armed services and the budget. Copies will also be
sent to the secretary of Defense, the secretaries of the Army, Air Force, and Navy, and

others interested in the topic.

Sincerely,

G GL-S

Eleanor Chelimsky
Director




Executive Summary -

Purpose

Background

I
|
I
|
I
|
|
i
|
|
t

Results in Brief

Multibillion-dollar acquisition decisions for major weapon systems
should in principle be based on the results of testing weapons under con-
ditions that replicate actual combat. However, subjecting complex and
expensive weapon systems to the necessary number of such tests is
sometimes impractical or impossible. One alternative is to use computer
models to simulate performance, but simulation results must be as rep-
resentative of real-world outcomes as possible. The need for representa-
tiveness generates the major objective GAO addressed in this report: to
determine, using three case studies, that it is possxblé to assess the credi-
bility of simulation-generated data. A second objective was to identify
the steps the Department of Defense (DOD) has taken to foster the credi-
bility of its simulations.

GAO posed three major questions: (1) What factors shiould be considered
in a systematic attempt to assess the credibility of a simulation? (2)
What are the results of assessing specific operatlonal -effectiveness sim-
ulations of weapon systems with respect to these factors? (3) What
efforts has the Department of Defense made to foster and reinforce sim-
ulation credibility?

poD uses developmental and operational tests and evaluations as part of
a weapon-system’s acquisition program to provide evidence that the
weapon system performs as expected before proceeding through devel-
opment phases to full-scale production. Field tests are important in
determining the extent to which a weapon system satisfies operational
requirements, but when such tests do not provide sufficient information,
DOD often uses simulation models to generate supplemental data about a
weapon’s effectiveness. Although simulations are useful tools, they are
always approximations to reality and, therefore, theﬁr credibility—the
level of confidence that a decisionmaker should have in their results—is
open to question.

GAO developed its own assessment framework and applied it to three
operational effectiveness simulations developed for Army air defense
system programs: the Carmonette and ADAGE computer simulations used
in the division air defense gun (DIVAD) acquisition program and the como
ITII computer simulation applied in the Stinger missile program.

Using the framework in the accompanying table, GA0O found that each
simulation had strong points but found weaknesses and limitations that
degraded their credibility severely enough to question their usefulness.
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Executive Summary

Principal Findings

|

Area of concern Factor

Theary, model design, and 1. Match between theoretical approach and real events
input data being simulated

. Choice of measures of effectiveness
. Portrayal of weapon's immediate combat environment

. Representation of operational performance

g s WM

. Depiction of critical aspects of broad- scale battle
environment

[«

. Appropriateness of mathematical and logical
representation

o 7. Selection of input data
The correspondence between 8. Verification effort
9

the model and the real world
. Attention to statistical quality of results

10. Sensitivity testing effort

11. Validation effort
Management issues 12. Organizational support

13. Documentation

14, Fult disclosure of results

One consistent weakness in all three simulations that potentially poses a
major threat to credibility is the limited evidence of efforts to validate
simulation results by comparing them with operational tests, historical
data, or other models.

Guidance from the office of the secretary of Defense in the form of pro-
cedures would provide a structured way of assessing the simulations’
credibility.

GAO’s Assessment
Framework

GAO's assessment framework of 14 factors should be considered in
attempts to evaluate a simulation’s credibility. The number of factors
could vary (other frameworks may contain fewer or more), but it is
important that they cover the three major areas of concern: theory,
model design, and input data; the correspondence between the model
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Executive Summary ,

and the real world; and management, documentation, and reporting
issues. Collecting and analyzing information about each factor should
help identify a simulation’s strengths and weaknesses and, therefore, its
credibility. Gao’s framework proved useful for the three case study sim-
ulations in this respect. (See pages 17-22.)

Assessment of Selected
Simulations

GAO found that for all three simulations—the Carmonette, ADAGE, and
coMo III—evidence of credibility was provided on only a few factors:
measures of effectiveness, the representation of a weapon’s engaging
targets, sensitivity testing, and the disclosure of strengths and weak-
nesses of results. Even so, the simulations were still limited on these fac-
tors. (See pages 30, 34, 42, and 51.)

Generally, the principal weakness centered on the lack of validation of
simulation results. Validation can be difficult, but it must be dealt with
if simulation results are to be credible. (See pages 44-46.)

For most factors, the three simulations varied considerably. For exam-
ple, the Carmonette simulation of the DIVAD was severely limited in its
ability to portray a battle of area and duration appropriate for a divi-
sion-oriented weapon. The simulations using the Carmonette and com0
treated attrition continuously throughout a battle with regard to mathe-
matical and logical representation, whereas the ADAGE’s approach only
calculated attrition at the end of a battle period, a procedure that can
introduce bias. The effort required to remove these limitations and some
of those found in other areas might be considerable, but others could be
corrected with relatively minor effort. (See pages 33, 36-37, and 39.)

DOD Guidance

1
1
i
i
|
|
1
|
|
|
|
[
|
|
|
|
|
|

The Department of the Army has been relatively active in fostering the
development of organizations that can directly influence the credibility
of simulation results. While DOD officials agree that credlblhty is impor-
tant, and while there is some consensus about what Should be done to
achieve such credibility, oD generally has not in faci established the
credibility of its simulations systematically and uniformly. No guidance
exists at the level of the office of the secretary of Defense that can be
routinely used throughout DoD to review the credlblhty of military mod-
els. (See pages 54-56.)
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Recommendations

gency Comments

Executive Summary

GA0 recommends that the secretary of the Department of Defense adopt
or develop and implement guidance on producing, validating, docu-
menting, managing, maintaining, using, and reporting simulations of
weapon-system effectiveness. This guidance should include a way of
routinely providing reviews of a simulation’s credibility and, in this
way, identifying problems that should be resolved. The secretary should
explore requiring that a statement regarding validation efforts accom-
pany simulation results.

GAO also recommends that the secretary of the Department of Defense
direct the agencies responsible for managing the ADAGE, Carmonette, and
como IIT models to explore the feasibility of correcting the limitations
GAO has identified, especially the limitations in validation.

In commenting on a draft of this report, poD generally found the report
to be technically correct and concurred with GA0’s tWo recommenda-
tions. It has sent GAO’s factors for assessing simulations to the services
for review and evaluation.

DOD raised some concerns about the scope and focus of the report. One
was about generalizing from three cases studies, asserting that Gao did,
indeed, do this but without citing specific examples to support the asser-
tion. GAO’s purpose was to demonstrate from case studies that one can
systematically collect and analyze information about a simulation that
would permit one to assess its credibility. Gao did not intend to infer
from these case studies anything with regard to the!credibility of other
simulations.

DOD also contends that applying GA0’s framework gives only part of a
simulation’s picture and that people, input data, angﬂ a model’s applica-
tion are also important. GAO certainly agrees but points out that factors
1,7, and 12, whose importance was defined in the draft report, do con-
sider these. (See pages 62, 63, and 242.)

Other technical comments are found in pop’s letter and comments
reprinted in appendix V.
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Cl}apter 1

Introduction

Simulation is a two-phased process of constructing a model of an
existing or a proposed system and conducting experiments with the
model so as to understand the behavior of the system or evaluate strate-
gies for its operation. A simulation is more than a static picture of the
system; a simulation imitates the system’s human and machine opera-
tion or behavior over time. In a military context, simulation can be a tool
for analyzing the performance and operation of a weapon-system com-
ponent (for example, the radar of a surface-to-air missile system), the
total weapon system (for example, the complete surface-to-air missile
system), or the total panoply of weapon and communication systems
(for example, an air defense system).

The Department of Defense (DOD) uses development and operational
testing and evaluation in weapon-system acquisition programs to pro-
vide the evidence that, among other things, a weapon system meets per-
formance specifications and can perform as expected in realistic
operating conditions. In principle, this evidence should be obtained
empirically from developmental and operational tests for acquisition
decisions. However, as weapon systems have become ever more complex
and expensive and as attempts to expedite the acquisition process have
increased, the willingness and sometimes the ability to subject them to
extensive field testing to determine their effectiveness and suitability
have diminished or become impractical. Acquiring the needed informa-
tion efficiently during the acquisition process requires an appropriate
use of available methods. Simulation can be used in conjunction with
field experimentation and other analytical methods with the likely
result that the benefit of the combination will exceed the benefits of the
individual methods.

Evidence suggests that DOD uses simulation substantially in the develop-
mental and operational test phases of the acquisition of weapons. How-
ever, questions arise about the credibility of simulation-generated data
and DOD’s practices for ensuring that simulations produce sound results.
When simulations contribute information for multibillion-dollar weapon-
system development and procurement decisions, it is important that
they provide usable, high-quality information.

In this report, we describe our development of a method for reviewing
simulations of the operational effectiveness of weapon systems. From
information from assessment frameworks developed by other research-
ers, we developed a conceptual framework for systematically reviewing
simulations and applied it to selected Army simulations used in the
acquisition of air defense systems. We viewed our task as developing
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S)rstem Programs
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and testing a review framework to illustrate how it can provide insights
into a simulation’s strengths and weaknesses, especially in terms of
identifying areas for improvements.

Simulations can be and often are used throughout the life cycle of a
weapon system. Simulations are used frequently in conjunction with
other analytical methods and field experimentation, each approach con-
tributing to the understanding of a weapon system’s functioning. Con-
tractors and the developing agencies during the concept exploration and
early development phases of research, development, testing, and evalua-
tion use simulations for such purposes as

studying alternatives to a weapon system by conducting trade-off and
parametric studies,

defining a system’s and subsystem’s requirements, and

determining a system’s design.

During later stages of development, the test and evaluation agencies, the
operational (or user) groups, the development agency, and the contrac-
tors use simulations for

investigating a system’s or subsystem’s performance,
identifying its problems and limitations,

estimating operational effectiveness,

determining logistic and support requirements, and
determining tactics.

pOD has developed and uses a number of computer models that simulate
weapon systems in combat. Models are complex computer programs for
mimicking what happens in the real world when a weapon is used. Mod-
els used for operational effectiveness studies are ordinarily designed to
simulate more than one type of weapon system. When simulations are
needed for studies and analyses, DOD may choose exiajsting models or
develop new ones, The development and maintenance of major simula-
tion models are usually the responsibility of specific organizational units
within DOD.

Page 11 . GAO/PEMD-88-3 Assessing DOD Simulations for Credibility
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Disadvantages of
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he Credibility of
imulation Results

The overriding advantage of simulation is perhaps the opportunity to
investigate questions and problems that could otherwise not be
addressed and to investigate them systematically with numerous repli-
cations under controlled conditions. In a simulation, both the model of a
system and the model of its environment can be altered in an organized
manner. A model provides information on performance under assumed
external conditions and permits the investigation of the system’s
response to changes in these conditions and to changes in the original
characteristics of the system itself.

In addition, experiments can be performed on the model of a system that
may not exist or that exists only in limited numbers or that operates in a
physical environment that is not accessible. Simulations can provide
information about a system’s probable performance under conditions
that cannot be tested because of costs, the lack of adequate equipment
and realistic test environments, or safety and security restrictions. Sim-
ulation allows the exploration of more aspects of a system’s perform-
ance more easily than is available from field experimentation with an
actual system. Moreover, the development of a model and the simulation
process do not consume or destroy a weapon system. After the possible
consequences of using a weapon have been modeled, the results of simu-
lations can be validated by field testing.

Simulation also has disadvantages. A model is an approximation, not the
equivalent, of a real system. Inaccurate assumptions about a weapon or
its environment may cause the results of a simulation to diverge from
reality. Important variables or relationships may be omitted, and appro-
priate values for those that are included may be difficult to obtain. Data
and resources for validating simulations may not be available. Statistica
complexities may obscure the results. Simulations cannot be better than
the analysts’ understanding of the concepts, the hardware, and the rela-
tionships involved; unasked questions do not get answered in a weapon-
system simulation. Conducting simulation experiments has its own set
of problems. For example, different people and equipment are generally
required for a simulation from those required in field-testing the actual
system, And the simulation of a total system has its costs in terms of
development time, staffing, and computer resources.

Simulations can be valuable aids for decisionmaking, but there will
always be some concern about drawing the wrong conclusions from
them. Since simulations are abstractions or approximations of the real
world, questions arise about their credibility. We define a simulation’s
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Introduction

L
Objectives, Scope, and

Methodology

“credibility” as the level of confidence in its results. To say that simula-
tion results are credible implies evidence that the correspondence
between the real world and the simulation is reasonably satisfactory for
the intended use. Credibility is not an absolute condition but measured
on a continuum.

While it is true that assessing credibility will always require some level
of subjective judgment, it is also true that many parts of a simulation
lend themselves to scientific and empirical tests and checks. Any frame-
work for assessing simulations, including the one we developed, must
therefore address the things that can be tested as well as those that
must ultimately rely on informed but judgmental conclusions.

In previous reports, we have addressed issues regarding simulation eval-
uation methodology and, more specifically, the modeling of weapon sys-
tems. A major focus and objective of this report was, using three case
studies, to demonstrate that it is possible to systematically collect and
analyze information about a simulation that would permit an assess-
ment of the credibility of that simulation to be made. A second objective
was to identify the steps DOD has taken to ensure the credibility of its
simulations. To meet these objectives, we sought the answers to three
evaluation questions:

1. What factors should be considered in a systematic attempt to assess
the credibility of a simulation?

2. What are the results of an assessment of selected weapon-system
operational-effectiveness simulations with respect to these factors?

3. What efforts has pob made to foster and reinforce the credibility of its
simulations?

The factors we identified in the first question provide a framework for
collecting information about specific simulations. This framework
allows for the identification of a simulation’s strengths and weaknesses
with respect to each factor. The strengths enhance the confidence a user
might have in the simulation, and the weaknesses translate into threats
to that confidence. Further, the weaknesses point to remedial efforts
that could increase credibility.

The answer to the second question involved demonstrating that the
framework can be applied as a guide for assessing three simulations of
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operational effectiveness and identifying areas where improvements
would reduce threats to credibility. To answer the third question, we
used information we collected while performing these case studies and
additional data we collected during our review.

W{hat Factors Should Be To identify the factors that should be considered in a systematic
C(?nsidered‘? attempt to assess the credibility of a simulation, we interviewed DOD
officials, operations research analysts, other analysts, and test engi-
; neers, and we reviewed literature on the development and use of simula-
| tions. From this, we developed a framework of three major areas of
; concern and 14 factors, which we describe in chapter 2.
|
Mhat Are the Results of To answer the question on the results of assessing selected weapon-sys-
A$sessing Simulations tem operational-effectiveness simulations with respect to these factors,
we applied our framework to three case studies. To select cases, we

With These Factors?

|
|

I
|
|
|
|
'
I

identified weapon-system programs that had used major simulations of
operational effectiveness in support of acquisition decisions. We did this
because we believe that the most useful process is to assess the credibil-
ity of a simulation in the context of its application in the study of partic-
ular issues. We also wanted, however, to examine general purpose
models that had the ability to simulate several types of weapon systems.

We judgmentally selected two Army antiaircraft defense systems: the
portable, shoulder-fired, infrared, surface-to-air Stinger missile and the
division air defense gun (DIVAD, known also as the *“‘Sgt. York™), a sur-
face-to-air, radar-guided gun on a tracked vehicle. For these two weapon
systems, we chose three simulations: for the Stinger missile, we chose
the coMo III model, and for the DIVAD, we chose the Carmonette and air
defense air-to-ground engagement (ADAGE) models. We describe these
weapon systems and simulation models in chapter 3. (In appendix I, we
also briefly describe how simulations were used in studies for the two
weapon-system programs.)

We obtained general descriptions of the simulations and the use of their
results in the acquisition process. We also reviewed documentation
explaining how these simulations were developed and validated. We
interviewed the analysts and test engineers who were involved in devel-
oping and using the simulations, asking for their perceptions as well as
documentation pertinent to factors in our framework. We also inter-
viewed several persons responsible for the maintenance of the simula-
tions and for using the simulation results. We interviewed others who
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dealt with other aspects of the simulation development and experts in
related subjects, such as operations research, combat environments,
threat assessment, and field tests.

This provided us with information about the alternative theories,
assumptions, data, and procedures that were used in developing, run-
ning, and reporting the simulations we reviewed. Using our framework
to guide our analysis of these data, we identified strengths and weak-
nesses that could enhance or threaten the credibility of the simulations.
Our summary findings for the three case studies are in chapters 4, b,
and 6, and additional detail on them is in appendixes II, III, and IV.

What Effort Has DOD
Mlade Toward Credibility?

To address our third question—What effort has Dob made to foster and
reinforce the credibility of its simulations?—we collected and reviewed
information about bob and Army regulations and policies relevant to
simulation development, management, and assessment generally and to
the simulations we reviewed specifically. We also interviewed poD offi-
cials responsible for managing and performing simulations. Qur find-
ings, presented in chapter 7, provide information on DOD’s mechanisms
and procedures for gaining and maintaining the credibility of its
simulations.

Jur Study'’s Strengths and
imitations

We examined other assessment procedures and structures and based our
framework on this body of work, but we found few examples of the
application of other frameworks. We were able to use our framework
with several Army simulations. Since one of our objectives was to
demonstrate the feasibility of applying our framework, it was not neces-
sary nor would it have been practical to review all or even a large
number of the simulations used in major weapon-systems acquisition
programs. The complex and technical nature of the simulations and our
14 factors called for a method suited to in-depth %ses$ment. The case
study method was the most plausible for illustrating the application of
the framework. One limitation of this approach is, of cburse, that it pre-
vents us from generalizing from our findings regarding the credibility of
the simulations we selected to any other simulations. -

Our findings are presented in chapters 2 and 4-7. In chapter 2, we
describe concepts others have used in assessing simulations and the
framework we developed. In chapter 3, we describe the weapon systems
and the simulations in our three case studies. This provides important
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background material for understanding our findings in the three subse-
quent chapters. In chapters 4-6, we address the thréee major areas of
concern in our assessment framework. Table 1.1 shows this structure.

TJbIe 1.1: The Structure of This Report

}

:
Question Discussion

1. What factors should be considered in a systematic attempt to Chapter 2
assess the credibility of a simulation?

2. What are the results of an assessment of selected weapon-
system7operational-effectiveness simulations with respect to these

factors?

a. Background data on the 3 case studies Chapter 3

b. The credibility of a model based on theory, model design, and  Chapter 4, appendix I
input data

c. The credibility of a model based on correspondence between  Chapter 5, appendix i
the model and the real world

d. The credibility of a model based on support structure, Chapter 6, appendix IV
documentation, and reporting
3. What efforts has DOD made to foster and reinforce the credibility Chapter 7, appendix V
of its simulations?

In chapter 4, we describe the importance of theory, model design, and
input data as they contribute to credibility, and we discuss the applica-
ble factors from our framework. We summarize examples from our anal-
ysis of the three case study simulations and include findings that
illustrate their strengths and limitations. A more detailed discussion of
these findings is in appendix II. We do the same in chapter 5 and appen-
dix III, where the area of concern is the correspondence between a
model and the real world, and in chapter 6 and appendix IV, where the
area of concern is with a simulation’s basic support structure, documen-
tation, and reporting. In chapter 7, we examine the policies, regulations,
and structures that bop and the Army used to promote the credibility o1
the simulations with respect to their design, implementation, and man-
agement. Our findings are summarized in chapter 8, which also includes
our recommendations to DoD. Appendix V contains comments from poD
about our draft report.
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Chapter 2

Factors in Assessing a Simulation’s Credibility

L
Prior Research

Various procedures have been proposed to permit reasoned judgment
concerning the credibility of simulation results. Several analysts have
proposed structures for what are variously called ‘“‘assessments,” “eval-
uations,” and “appraisals.” While terminology and structure differ, a
number of common themes appear. For example, S. I. Gass in 1983 pro-
posed an assessment procedure that addresses 13 information items: (1)
mathematical and logical description, (2) model documentation, (3) com-
puter program documentation, (4) computer program consistency and
accuracy, (5) overall computer program verification, (6) technical valid-
ity, (7) operational validity, (8) dynamic validity, (9) training, (10) dis-
semination, (11) usability, (12) program efficiency, and (13) overall
model validation.! In 1979, we described 5 criteria necessary for evalu-
ating models: (1) documentation, (2) validity, (3) computer model verifi-
cation, (4) maintainability, and (5) usability.2

T. 1. Oren in 1981 identified six components for systematically assessing
the acceptability of a simulation study. They were (1) data, (2) model,
(3) experimentation specification, (4) computer program, (5) methodol-
ogy and technique, and (6) simulation results.? A framework is pre-
sented that allows an assessment of the concepts and criteria related to
the acceptability of the components.

G. L. Harris’s 3 items for gaining and maintaining credibility were (1)
model qualification (focused on the simulated phenomenon’s representa-
tion in theory and data), (2) computer model and program verification,
and (3) general validation of the computer model.* Each item, in turn,
was defined with a detailed procedural checklist.

Banks, Gerstein, and Searles developed a 7-step modeling structure that
is both the framework for creating the model and thJe structure for per-
forming the evaluation. The steps within the structure include (1) sys-
tem feasibility, (2) requirements definition, (3) preliminary design, (4)

18, 1. Gass, “Decision-Aiding Models: Validation, Assessment, and Related Issues for Policy Analysis,”
Operations Research, 31:4 (July-August 1983), 618.

1.8, General Accounting Office, Guidelines for Model Evaluation: Exposure Draft, GAO/PAD-79-17
(Washington, D.C.: January 1979), p. 9.

3T, 1. Oren, “Concepts and Criteria to Assess Acceptability of Simulation Studies: A Frame of Refer-
ence,” Communications of the ACM, 24:4 (1981), 181.

4G. L. Harris, Computer Models, Laboratory Simulators, and Test Ranges: Meeting the Challenge of
Estimating Tactical Force Effectiveness in the 1980's (Fort Leavenworth, Kansas: U.S, Army Com-
mand and General Staff College, 1979), p. vi.
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Factors in Assessing a
Simulation’s Credibility

Orxr Framework
l

detailed design, (5) coding, (6) testing, and (7) operations and mainte-
nance.® A number of specific procedures and evaluation criteria are
identified for each step.

Although the emphases may differ, the purpose of each assessment
structure is to guide the analyst in determining a simulation’s credibil-
ity. We used several structures in developing our framework. Since
probably no framework can be exhaustive and also practical, we sought
to highlight the most critical matters for determining the strengths and
weaknesses of a simulation.

To assemble the factors necessary in any systematic attempt to assess
credibility, we looked for factors that research and experience indicated
should be linked to confidence. We found three major areas of concern
and 14 factors.

Inp
|
|
|

ut Data

Theory, Model Design, and

The first area of concern pertains to how a simulation model imitates a
weapon and its environment. Matters of interest include the characteri-
zation of the weapon system and its operation in both its immediate
environment and its larger combat arena, the mathematical representa-
tion of the real world, the indicators of the weapon’s effectiveness, and
the data for initiating the simulation and providing ongoing input.
Briefly, the concern is with the theory that underlies the simulation, the
design of the model, and the input data. These basic components in con-
structing a simulation determine the results and thereby seriously affect
their credibility. We represent these concepts in the first 7 factors in
table 2.1.

5J. Banks, D. M. Gerstein, and S. P. Searles, “The Verification and Validation of Simulation Models,”
School of Industrial and Systems Engineering, Georgia Institute of Technology, Atlanta, Georgia,
1986, pp. 5 and 28-118.
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Table 2.1: A Framework for Asseasing
the ¢mdlbl|lty of a Simulation Area of concern Factor
| A. Theory, model design, and 1. Match between the theoretical approach of the
input data simulation model and the questions posed
2. Consideration of the weapon system’s important
operational measures of effectiveness
3. Portrayal of the immediate environment in which the
weapon will be used
‘ 4. Representation of the weapon system’s operational
| performance
|
! 5. Depiction of the critical aspects of the broad-scale
1 environment of the battle
6. Appropriateness of the mathematical and logical
representations of combat
7. Selection of input data
! B. The correspondence 8. Evidence of a verification effort
: between the model and the ‘
1 real world 9. Evidence that the resuits are statistically representative
! 10. Evidence of sensitivity testing
{
11. Evidence of validation of results
C. The support structures, 12. Establishment of support structures to manage the
documentation, and reporting simulation's design, data, and operating requirements

13. Development of documentation to support the
information needs of persons using the simulation or its
results

14. Disclosure of the simulation's strengths and
weaknesses when the results are reported

Credibility as indicated by these 7 factors depends partly on how the
simulation is intended to be used in decisionmaking. That is, it derives in
part from the match between the simulation model and the purpose of
the simulation. If critical features of the weapon system, its environ-
ment, and its operation in combat are not portrayed {appropriately for
the purpose of the simulation, the results may be inaccurate or
irrelevant.

For example, if the ability of a missile’s guidance system to function
properly is an important concern to decisionmakers, then a model using
a superficial characterization of guidance dynamics probably would not
be suitable. But if the missile’s guidance system is just a small part of
much larger concerns about what happens in a multiweapon battle, it
may be possible to model the guidance system in a véry simple way
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without damaging the credibility of the results. Several of the first 7
factors focus attention on the match between the model and the pro-
posed use of the simulation and its results.

Because all simulations depend heavily on judgment in selecting model-
ing techniques, identifying functional relationships, choosing scenarios,
and selecting sources of input data in representing the real world, it is
important that judgment be based on a knowledge of military opera-
tions, the physics of weaponry, the behavior of military personnel, logis-
tics, and the results from tests of weapons and their use in combat.
Incomplete knowledge and poor judgment may fundamentally distort
the results, and evidence of such conditions will lessen the credibility of
a simulation. The intent of several of the 7 factors is to manifest such
evidence.

The second area of concern is the correspondence between simulation
outcomes and real-world outcomes, factors 8-11 in table 2.1. Of foremost
concern in this context is the idea of “model validation,” which refers to
the process of determining the agreement between the real-world system
being modeled and the model itself and, thus, determining whether the
model is an accurate representation for a particular application.

Validation includes the application of tests to the simulation. Although
no ultimate test or test sequence confers validity, a model can pass
enough appropriate tests so that qualified researchers would say that it
appears to be valid or that the results are credible. In the development
and implementation of a simulation, attention must be given to the pro-
cedures (such as tests of face validity, or expert reviews of the model
and its results) that will increase the correspondence between the
results of the simulation and the results of operational testing, combat
operations, and other simulations. For a number of reasons, such as lim-
ited resources and data, validity checks may be performed rarely or
very weakly. Credibility is seriously threatened if little or no evidence
demonstrates that results correspond closely to reality.

A related but narrower idea is that of “verification,” which refers to the

process for determining that a computer-based model performs as the
program analysts intend, that the computer programming is correct and
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internally consistent.® The lack of evidence that programming errors
have been sought and removed lessens the credibility of the model and
its results, even when the theoretical formulation of the simulation is
considered to be fundamentally correct.

S ‘pp()rt Structures,
Documentation, and
Reporting

The third area of concern is the institutional process covering practices
such as configuration management, oversight and review, and documen-
tation and reporting, which help ensure that credible simulations are
established and maintained. Factors 12-14 in table 2.1 deal with this
area.

Simulation models that exist independently of the problems they can
address are often revised in order to correct errors or omissions, reflect
current information about systerms or the environment, respond to spe-
cific modeling needs, and operate with revised computer languages and
new equipment. An organization responsible for simulations should
have an established process for changing the features of a model, such
as modifying the input data, the computer programs, or its documenta-
tion and copies.

For simulation models that are used by many analysts over a long
period of time, modifications not centrally approved or disseminated can
result in users’ not knowing what features are and are not included in a
simulation. Such uncontrolled changes coupled with weak documenta-
tion can make it difficult for analysts and managers to understand how
the results were derived. Furthermore, when the results are reported
without sufficient detail about the simulation’s capabilities and limita-
tions, decisionmakers may risk using those results inappropriately.
These threats to credibility undermine the user’s ab llty to understand
and use a simulation.

By addressing the 14 factors in our framework and by collecting and
reviewing the information available for each of them, we believe one can
identify the strengths and weaknesses that affect the credibility of a
simulation. We did not attempt to weight the 14 factors for their relative

%These definitions are commonly used in the operations research and madeling coramunities and they
are the ones most often found in DOD documents. A few scientists define verification as agreement
with reality and validation as the investigation of internal consistency. The concept of simulation
validity is sometimes used in the literature to refer to the totality of a review framework. As we use
it, however, validation refers to the process of developing confidence in the simulation results by
comparing the simulation output with data from other sources.
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importance or formulate an overall rating that a weighting system
would produce. We believe that if a simulation is sound, applying our
framework to it will reveal its soundness and reassure decisionmakers
about using the results; if it is not sound, the framework will indicate
the weaknesses.

In sum, the credibility of simulation results has been defined in terms of
how much confidence one has that a simulation closely reflects reality.
We have argued that credibility is accumulated from three kinds of evi-
dence: (1) a model and its input data have appropriately portrayed the
important features of the weapon system being simulated and its envi-
ronment, (2) the model produces results similar to results from the real
world, and (3) the procedures followed in developing, maintaining, and
using the model tend to minimize discrepancies between simulation
results and real-world results.
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Early in our review, we believed it necessary to assess simulations
within the context of their application, and we concluded that the best
way to select candidate simulations for our case studies was to start
with the weapon-system programs themselves. That is, by choosing a
weapon system, reviewing its history, and talking with knowledgeable
persons involved with it, we were led to the simulations that were used
for it. We limited ourselves first to ‘“major systems”’-—systems projected
to cost at least $200 million for research, development, testing, and eval-
uation or $1 billion for producton. Then we imposed further condi-
tions—a system’s proximity to the full-scale production decision; the
use of simulations in its research, development, testing, and evaluation;
the existence of a body of empirical data; and its employment or control
by low-level tactical units for which data were available. This led us to
select the DIVAD and the Stinger as especially suitable weapon systems.

Tge Weapons

The air defense mission is to nullify or reduce the effectiveness of attack
or surveillance by hostile aircraft or missiles after they are airborne,
thereby supporting the fundamental Army function of conducting
prompt and sustained land warfare operations. Protecting critical opera-
tional and strategic assets from enemy aircraft is a primary part of the
mission; the attrition of enemy aircraft is secondary. Short-range air
defense artillery units engage enemy close-air-support helicopters and
fixed-wing aircraft, and when there is high-intensity conflict with
enemy ground forces, engage ground targets in self-defense.

The DIVAD
|

i
1
i
I
|
i
i
|
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I
|
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The DIVAD was developed to replace the Vulcan air defense system,
which was perceived as no longer able to defeat attack aircraft or
armored assault helicopters. In addition to filling this void in the for-
ward battle area, the DIVAD was to engage lightly armored vehicles,
trucks, and personnel. The system was operated by & three-member
crew.

The DIVAD's turret and other components, such as the prime power unit,
were mounted on an M48ADb tank chassis, and, overall, the DIVAD closely
resembled a tank. However, when its prominent radar antennae were
extended, the system’s height was 15 feet. The M1 t{ank’s height, in com-
parison, is 8 feet. The DIVAD’s major subsystems were the tank chassis;
the turret, which contained most of the system’s ele¢tronic equipment;
and the radar, which was derived from the F-16 aircraft’s radar. The
radar was backed up by a fully integrated electro-optical sighting and
ranging system consisting of a laser range finder and optical day sights.
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Its primary armaments were twin 40-mm Bofors L70 guns that could be
fired automatically or semiautomatically, either singly or in pairs. The
ammunition for the system consisted of proximity-fused, point-detonat-
ing, and target-practice rounds. The system also had a 7762-mm machine
gun mounted on a pedestal next to the squad leader’s hatch.

The request for proposals for engineering development for the DIVAD was
issued in April 1977, and engineering development contracts were
awarded to Ford Aerospace and Communications Corporation and Gen-
eral Dynamics Corporation in January 1978. After development and
operational testing of the prototypes, Ford was awarded a fixed-price
incentive contract to complete engineering development in May 1981. In
May 1982, the DIVAD passed its program review, and the production of
50 systems was authorized. In May 1983, an additional 96 systems were
authorized, and additional testing and evaluation followed. The DIVAD
weapon-system program was cancelled in August 1985.

Thfle Stinger

The Stinger is a passive, shoulder-fired, infrared-seeking, guided missile
with an antiaircraft, air defense mission to fulfill Army, Marine Corps,
and Air Force requirements. The 34.5-pound weapon system consists of
a missile in a launch tube and a reusable gripstock containing the firing
circuits and identification-friend-or-foe (IFF) electronics. Both the gunner
and crew chief may acquire the target and fire the weapon, although the
crew chief generally fires only when the gunner is engaged with another
target. Acquiring a target includes an interrogation with the integral IFF
system. If the target proves hostile, the missile is launched to intercept
and destroy it. After the missile has been launched, the crew member is
free to engage another target, take cover, or move to another location.

The Stinger’s mission is to provide air defense support in forward battle
areas and to high-priority resources throughout the divisional areas of
operation. The Stinger’s concept definition began in 1968 in response to
combat deficiencies in the Redeye. The system’s design was completed
by December 1972. In April 1978, full-scale production began, and initial
operational capability was achieved in February 1981. In June 1977,
however, the Army had begun the engineering development of an
improved version, known as the Stinger-POST, whose full-scale produc-
tion began in July 1985. Another improved version, with a reprogram-
mable microprocessor, began development in September 1984.

The Stinger is used throughout the battle area. In the rear, it is used as a
point air defense weapon for high-value resources, and in the forward
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area it is used against high-speed, low-level, ground-attack aircraft and
helicopters. Additional capabilities are being designed so that it can be
used at night, as an air-to-air missile for helicopter use, and in a new
lightweight air defense system. In 1984, the inventory requirement for
the Stinger was more than 60,000 missiles for the Army, Marine Corps,
and Air Force.

Tlpe Simulations

|
t
I
|
|
|
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Within the research, development, testing, and evaluation programs for
the DIVAD and Stinger weapon systems, we found a number of simula-
tions used to answer a variety of questions pertaining to the systems’
concepts, engineering design and performance, costs, and operational
effectiveness. The air defense air-to-ground engagement simulation
(ADAGE——consisting of two ‘‘submodels,” called “Incursion” and “Cam-
paign’) and the Carmonette simulation, both used in the DIVAD’S acquisi-
tion program, and the coMo III air defense combat sirnulation, used for
the Stinger’s program analyses, were concerned with operational effec-
tiveness; we focused on this because it is of interest to decisionmakers.
These three simulations varied in a number of key features, including
the type of simulation model, the treatment of uncertainty, size and
duration of battle, attrition calculations, the coverage of air-to-ground
interaction and ground battle, the coverage of resupply, and computer
running time. These features are summarized in table 3.1.

ﬁ

Tab[le 3.1 Tho Key Features of the ADAGE Carmonette, and COMO Ili Simulation Models

ADAGE Incursion ADAGE Campaign Carmonette COMO Il
" Functional Functional Combined arms Functional
Treatment of uncﬁértaiﬁw ‘Monte Carlo Expected value or Monte Carlo Monte Carlo
deterministic
:nm of‘ battle ‘ _‘““‘:‘:‘Duvusuon Division Battalion All levels up to theater

-ean]gth of battle Not appl»cable

Short, intense firefights;
about 25 minutes

Several days Short batties up to 2 hours

\lljtion calculation

; each air defense weapon
i type against each target

B L type
Teatment of time Sequenced by time

One-on-one models of

Monte Carlo models of
specific events using one-
on-one data

Monte Carlo models of
specific events using one-
on-one data

Probabilities developed in
Incursion

" Calculated at end of Sequenced by event Sequenced by event

m|33|on
ir-to- ground mteractlod  None Played T _ﬁéy_ézj__ T F’Ié;e:& T
around battle ~ None Played usmg ‘data outside Played " None

the model

Played None None
‘omputer time Short Long Long
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Most of the features are self-explanatory or are covered in detail in later
chapters and appendixes in this report. A few are described here. Func-
tional models study a particular military function, such as air defense,
whereas combined-arms models evaluate alternative combinations of
combat forces, such as alternative combinations of armor, infantry,
artillery, and air support for a given level of battle.

In the treatment of uncertainty by Monte Carlo modeling, important
real-world parameters are described by means of probability distribu-
tions. A very large number of random inputs is sampled from those dis-
tributions and the simulation result itself is expressed as a distribution.
In contrast, in the expected-value (or deterministic) approach, mathe-
matical expectations, generally the mean of a distribution, summarize
the random variables that describe real-world conditions. Such a model
is deterministic because the result it produces is certain to follow from
the initial conditions.

DAGE

>

The ADAGE model is a functional simulation used to study the relative
effectiveness of combinations of air defense weapons in a division. The
Incursion submodel uses the Monte Carlo methodology to model the
attrition of a single-threat aircraft from a single ground-based weapon.
The Campaign submodel then uses these engagement attrition data from
the Incursion submodel to calculate expected value results for a specific
scenario of many weapons and targets.

The ADAGE Incursion simulates detection, threat reaction, the masking of
the threat aircraft, reloading, and weapon-to-target interactions. The
ADAGE Campaign simulates small raids by enemy aircraft attacking divi-
sion ground targets over a span of several days. In the Campaign sub-
model, the number of air defense weapons and other ground weapons
destroyed is based on an expected value derived from the number of
attacking aircraft, the type of ordnance, and the type of target. Meas-
ures of effectiveness include the number of threat aircraft destroyed,
the number of air defense and other ground weapons remaining and the
number destroyed, the amount of air defense ammunition used, and the
number of friendly aircraft remaining.

The ADAGE was developed by the U.S. Army Materiel Systems Analysis

Activity specifically to study the DIVAD. It was used first for the division
air defense cost-and-operational-effectiveness analysis conducted in
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1977.! It was also used for the 1984 update of this analysis and earlier in
1979, for the short-range, air defense, portable force structure analysis
and in 1985 for the DIVAD comparative analysis. The ADAGE has been used
for other air defense studies as well.

Carmonette

Designed about 30 years ago, the Carmonette is a combined-arms combat
model that simulates small-unit, ground combat involving the actions of
individual soldiers and weapons. Analysts design small-unit engage-
ments to examine specific questions such as, *‘In a battalion assault,
what are the trade-offs between armor, infantry, and artillery?” The
Carmonette includes all combined arms: infantry, mounted or dis-
mounted; artillery, including air defense artillery, and mortars; and
armored vehicles and helicopters. Even though the Carmonette was
designed to simulate weapon-to-weapon duels, its proper use is for
larger engagements of combined-arms actions in which weapon-to-
weapon data are used as input. The focus of the Carmonette is the bat-
tle, not individual weapon systems. The Carmonette assumes an intense
25-minute battalion task force battle.

The Carmonette has been used extensively to model ground warfare.
The U.S. Army Training and Doctrine Command has characterized it as
an operational-effectiveness model in which the various systems on the
battlefield are related in a way that allows for an investigation of their
synergism. In addition to its ground warfare applications, the
Carmonette was used in the 1984 and 1985 analyses of the DIVAD and in
advanced-attack helicopter and antihelicopter studies.

COMO III

The como III, used primarily for studies of tactical air defense effective-
ness, is a Monte Carlo, functional simulation in whicE particular sub-
models are combined to simulate a specific air defense environment.
Weapon-system submodels include specific ground-based air defense
and threat aircraft, and other submodels simulate functions such as
communications and jamming.

The scale of battle can range from individual battles to a division to the
theater. Time, in the range of 2 hours, generally represents a period

IThis type of analysis is a comparative evaluation of alternative systems, their contribution to the
force, and their costs in personnel and funds. Its purpose is to assist in the selection of a preferred
course of action to meet a stated Army need. It is conducted prior to each acquisition milestone deci-
sion for major systems and other systems designated by the Army. Among its many subanalyses, the
analysis of effectiveness is usually the most controversial.
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short enough that logistic support is not an issue. It is a standard Army
model for tactical air defense artillery effectiveness studies.

coMmo III was developed in 1966 in the Netherlands by the technical
center of the Supreme Headquarters of the Allied Powers in Europe as
an advance over an earlier model. It has been used to investigate broad
air defense concepts, the effectiveness of particular weapon systems,
naval task force air defense, and the air defense structure of the War-
saw Pact nations, among others. It was used to evaluate the Stinger in
conjunction with other air defense weapons and to determine the
Stinger’s support requirements. (The como III simulation report we
examined was entitled the “Stinger Battery Coolant Unit Usage Study.”)
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In this chapter, we focus on the first area of concern in our framework,
the simulation model and its underlying theory, model design, and input
data and the 7 factors we identified for it in chapter 2 (see table 4.1).
Information about how the ADAGE, Carmonette, and coMo III models were
used in effectiveness analyses of the DIVAD and the Stinger may be found
in appendix I, and a more detailed discussion of the findings in this
chapter appears in appendix II.

Table 4.1: The Seven Factors for Theory,
Design, and Data®

|
t
|
I
'

W
The Match Between

the Theoretical
Approach and the
Questions Posed

Area of concern Factor
Theory, model design, and 1. Match between the theoretical approach of the simutation
input data model and the questions posed

2. Consideration of the weapon system’s important
operational measures of effectiveness

3. Portrayal of the immediate environment in which the
weapon will be used

4. Representation of the weapon system’s operational
performance

5. Depiction of the critical aspects of the broad-scale
environment of the battle

6. Appropriateness of the mathematical and logical
representations of combat

7. Selection of input data

8The two remaining areas of concern and 7 other factors are in table 2.1

A simulation quite credible in the abstract may not meet the specific
needs of its user, depending on the model’s theoretical approach. The
purpose may have been to create an engineering model to determine the
optimal design of a weapon relative to its technical requirements, a
functional model to aid in selecting the most effective weapon system
from alternative systems performing the same functional element of
combat, or a combined-arms model to compare alternative cornbinations
of complementary weapon systems (for example, air defense weapons,
infantry, helicopters, and tanks). Table 4.2 summarizes our case study
assessment of this factor. ‘
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Tabjle 4.2: The Match Between Theory and Questions

Strength

Limitation

Functional model designed for DIVAD and other

air defense studies; useful for comparing
alternative air defense systems

Expected-value approach; probabilities
developed in the first submodel; incomplete
consideration of the random factors of modern
warfare in second submodel

Combined-arms Monte Carlo model for broad
questions of warfare; treats the random factors
of warfare probabilistically

Emphasizes ground battle; not well-suited for
studying the effectiveness of competing air
defense systems; air defense a recent add-on,
especially for fixed-wing aircraft; not focused on
individual weapon systems

Weapon - Model
DIVAD ADAGE
f Carmonette
comMo i

étimger

Functional Monte Carlo model for air defense
issues; useful for comparing alternative air
defense systems

Absence of ground battle modeling suggests
that simulation of air defense in the more
forward areas may be missing an important
element of realism

Operational Measures
of Effectiveness

A functional air defense model was a reasonable choice for studying the
DIVAD's performance in comparison with other air defense alternatives.
The ADAGE model emphasizes ground-based air defense weapons and
otherwise generally focuses on how changes in air defense capability
can change outcomes in ground and air-to-air battles.

The Carmonette was designed to answer broad trade-off questions
beyond issues of air defense. As a combined-arms model, it is generally
not as well suited to answering the questions about air defense alterna-
tives that were posed about the DIvAD. The model attempts to portray an
overall ground battle with limited air war features but is not focused on

individual weapon systems.

The como III is similar to the ADAGE in that it is a functional model
designed specifically to study air defense issues. In general, the como III
model is properly matched to the questions asked about the Stinger. It

was based on a standard scenario generated by the

Defense Artillery School.

S. Army Air

If the measures of effectiveness a simulation addresses are not related
to the weapon system’s mission, conclusions about the system’s per-
formance in combat may not be credible, even if the simulation is sound
in other respects. The first mission of air defense systems is to protect
critical resources from enemy aircraft; the second is to destroy enemy
aircraft. Therefore, we looked for the coverage of measures of effective-
ness reflecting these missions. Table 4.3 summarizes what we found.
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Table 4.3: Operational Measures of Effectiveness

qupon ~ Model Strength _ Limitation
DIVAD ADAGE Emphasizes the protection of critical assets as  No coverage of effects of aircraft mission
well as giving attrition factors aborts; the effect of ground losses to enemy air
attacks, an important factor in measuring
operational effectiveness, appear excessive
Carmonette Reports mission aborts and helicopter Emphasizes attrition factors with little coverage

remaskings caused by air defense artillery and  of protection of critical assets

) - o radar warning

Stinger COMO I Presents wide range of measures No modeling of ground battles limits capacity
to measure protection of critical assets;
concentrates on attrition factors

Both the ADAGE and Carmonette simulations provide for the protection
\ of critical resources to some degree; the former emphasizes it, whereas
‘ the latter emphasizes measures of aircraft attrition. Although the como
III concentrates on measures of both attrition and weapon usage, it is
more limited in its ability to use the preservation of resources as a prin-
cipal measure of effectiveness, because ground war is not simulated.
This threatens the credibility of the results of this simulation.

In looking at how adequately a simulation model portrays a weapon sys-
tem in its immediate wartime environment, we focused on five attributes
of a plausible battle scenario: the size of the battle, the duration of the
battle, the nature and behavior of enemy targets, the deployment and
movement of the weapon being evaluated, and the terrain over which
the battle might take place. These attributes are summarized in table

{ 44.
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Ta:lo 4.4: Portrayal of the Immediate Environment |

We

Stl

nger

Model ~  Attribute Strength Limitation
ADAGE Battle size A division model for a weapon with
____ division-level responsibilities
Battle length Covers up to 30 days, permitting the
measurement of the cumulative
effects of air defense
Target Covers all potential targets, including  Covers only nonjinking helicopters and
helicopter and fixed-wing aircraft aircraft with fifed flight paths
Deployment and Deployment af ground assets is static;
movement movement is pnly indirectly modeled
Terrain A statistically general terrain thatcan A statistioa"y“;general terrain
be generalized to many areas representing ho “real’ terrain
Carmonette Battle size A battalion model for a weapon with

':farget

division-level tesponsibilities

Battle length

A 25-45-minui%e firefight that ignores the
cumulative effects of air defense

Stresses helicopters; most studies did
not include fixed-wing aircraft

Deployment and
movement

A fully dynamic model capturing the
effects of movement of ground
weapons

Terrain

A digitized, specific, "'real’ terrain

A digitized, specific terrain that cannot
be generalized to other areas

Battle size

Covers all levels up to brigade,
capturing the full range of air defense
responsibilities

Portrayed a limited environment
because a larger scenario would have
been too intensive a use of computer
resources

Battle length

Covers short battles up to several
hours, ignoring the cumulative effects
of air defensa

Target

Covers the engagement of helicopters
and fixed-wing aircraft

+

Deployment and
movement

Static deployment of ground assets;
movement is pnly indirectly modeled

Terrain

A digitized, specific, 'real” terrain

A digitized, specific terrain that cannot
be generalized to other areas

]

The evidence indicates that the ADAGE and coMo III ¢an simulate a
weapon system’s immediate environment across these attributes with
some limitations. Both are strong in characterizing the size of battle and
the full range of targets. The ADAGE simulates longer battles but is lim-
ited by its uniform and static deployment of weapons. The como III por-
trays a shorter battle with the Stinger weapons; they are deployed
realistically but do not move, a limitation for portable systems for which
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Operational
Pf:rfonna.nce

movement provides a form of individual defense at the cost of decreased
operability. The como IIT and ADAGE use different approaches to portray
terrain, The coMo III simulates specific terrain; the ADAGE uses a statisti-
cal portrayal. Neither is obviously superior to the other.

The Carmonette is more limited in its ability to portray the immediate
environment than the ADAGE and como III. The battalion size, which is
small, and the short duration of the battle are inappropriate for the
DIVAD weapon, and the lack of fixed-wing aircraft targets for most of the
analyses we examined resulted in an incomplete set of targets. These
limitations were partially offset by the Carmonette’s realistic portrayal
of deployment, movement, and terrain but nevertheless threatened its

credibility.

We assessed the simulations across several attributes of a battle with
respect to the weapon systems’ operational performance, covering both
detection and engagement. Four attributes pertained to the simulation of
target detection: visual detection; factors that might lessen battlefield
visibility; command, control, and communication, including the problem
of distinguishing between friend and foe; and, for the DIVAD, radar
detection.

Both the ADAGE and como I1I simulations are limited in the way they
depict the detection of enemy targets. For example, the ADAGE only indi-
rectly addressed the confusing elements of combat—Dbattlefield
obscurants; command, control, and communication; and IFF. The ADAGE
also used indirect means to portray radar detection. The como indirectly
includes battlefield obscurants and omits IFF. Qur review of the
Carmonette simulation, however, indicates its ability to address these
more directly, although the features of the Carmonétte that permit the
simulation of IFF and command, control, and communication were not
used in the DIvaD simulation. Our results are summarized in table 4.5.
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Table 4.5: Portrayal of Key Detection Characteristics

Waapon Model Attribute Strength Limitation
DIVAD ADAGE Visual detection A visual detection submodel usedin  Determined only in the first submodel;
early studies covered weapon's full to achieve full range detection, later
range studies using & night vision and electro-
optical laboratory model had to use
forward-looking infrared capabilities
that were not part of the DIVAD
Battlefield obscurants Only indirect play through probability of
weapon partidipating in air battle; no
night play
IFF and command, Only indirect play through a visual
control, and detection submodel
communication 1
Radar detection Covers gun's full range Only indirect play through input data
adjustments; aircraft do not react to
radar warning
Carmonette Visual detection Fully dynamic but with range limits; Used forward-looking infrared in a night
later studies using the visual detection vision and ele¢tro-0ptical laboratory
submodel for detecting fixed-wing model to detect helicopters
aircraft covered DIVAD's range limits
Battlefield obscurants  Covers night and most obscurants
IFF and command, Model capabilities not used
control, and
communication
Radar detection Well detailed; early weaknesses
overcome ‘ .
Stinger COMO It Visual detection Limited range, using look-up tables and
the same search procedures for fixed-
wing aircraft and helicopters

Battlefield obscurants

Only indirect goverage, using degraded
detection probabilities

IFF and command,
control, and
communication

Not modeled

Radar detection

Not applicablg to Stinger

Three of the attributes we examined pertained to a \f‘veapon’s engage-
ment of a target after detecting it. The first of these was the characteris-
tics of the weapon system such as technical capability and operating

modes. The second pertained to if and how an enemy target is actually

engaged, called ‘“‘engagement procedures.” For exa.

ple, a model might

or might not include the engagement of an enemy aircraft flying past the
air defense weapon en route to another target. And, finally, we looked at
whether and how the models handle raids by multiple aircraft. See table
4.6.
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Tabl‘p 4.6: Portrayal of Key Engagement Characteristics

Weapon ‘Model Attribute _ Strength Limitaton
ADAGE Weapon Coverage of technical capabilities and
characteristics targets
Engagement rules and Description of weapon and how it No play of duels
procedures engages different types of aircraft;
1 coverage of engagement of aircraft
! flying by or attacking defended
targets
Multiaircraft raids Includes raids Excludes spatial and temporal
‘ saturation effects
|
| Carmonette Weapon Corrected for erroneous early
1 characteristics descriptions

Engagement rules and

procedures

Ignores aircraft flying past defended
targets

Prioritizes targets

M_L!mgircraft mraids

Permits selection from several targets

“CoMOll Weapon

i characteristics

Uses separate weapon programs
adaptable to studying weapon
modifications; good description of
weapon characteristics

procedures

Engagement rules and

Allows player to select from
alternative procedures; different firing
doctrines can be specified

Multiaircraft raids

Saturation can be demonstrated,;
good vehicle for demonstrating

tinger operations in conjunction with
other air defense weapons

]
|
|
|
|

The evidence indicates that all three models portray engagement charac-
teristics in considerable detail; como III has perhaps the best coverage.
The ADAGE simulation was clearly limited in its treatment of multiair-
craft raids, which did not adequately account for how the raids could
saturate the defense; and the Carmonette model tended to ignore air-
craft passing through the battle area. The relative str:'engths of these
models in simulating the engagement aspects of a battle contributed to
their credibility. ‘

L
The Broad-Scale Battle
Environment

When seeking to determine the effectiveness of a Weé‘;pon system, atten-
tion is focused on the particular weapon, but other fe,‘atures of a battle
must also be taken into account. Air defense usually does not operate in
isolation, and other aspects of an ongoing battle may affect the opera-
tion of weapons such as the DIVAD and Stinger. In assessing these air
defense simulations, we tried to take account of the bigger picture by
looking at three battle attributes that we labeled the air war, the ground
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Ta*:lo 4.7: Portrayal of Broad-Scale Battle 3
Weapon Model Attribute Strength Limitation
DIVAD ADAGE Air war Notes damage from fixed-wing Treats saturation attacks inadequately
aircraft; plays air-to-air war
Ground war Uses attrition rates generated only
outside the model
Interaction Shows the relationship of air and Plays air and ground wars not
ground wars interactively but through expected
values
Carmonette Air war Fixed-wing aitcraft not modeled in early
studies and modeled only indirectly in
later studies !
Ground war Fully developed ground battle
Interaction Fully dynamic interaction for Uses a model similar to the ADAGE for
‘ helicopters multiaircraft raids by fixed-wing aircraft
Stinger COMO li Air war Detailed model of air war Excludes fratricide from air defense
artillery
Ground war No ground war
Interaction No interaction except for ground

damage inflicted by aircraft; no ground-
war damage to air defense

1
|
1
i
J
1
I
1
|

ﬁathematical and

Logical

war, and the interaction between the two. Evidence of the three simula-
tions’ capabilities is summarized in table 4.7.

broad-scale battle, probably more than either the ADAGE or como III,
largely because of its fully developed simulation of the ground battle.
However, its simulation of the air battle limits its uslefulness for air
defense analyses. The como III's lack of a portrayal ¢:of the ground war is
a serious limitation for studying the full range of air defense activities.
The ADAGE included all three aspects of combat but Ihe realism of its
portrayal was limited. |

Our assessment indicates that the Carmonette has cEEnsiderable ability in

Representations of

mbat

Having looked at the extent to which various aspects of a battle are
credibly accounted for in the overall design of the simulations, we
looked at their mathematical and logical representations. We noted only
minor problems for the Monte Carlo models, and overall the mathemati-
cal and logical features of the Carmonette and como 111 contributed to
the credibility of their results (see table 4.8).
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TabIJo 4.8: Mathematical and Logical Representations

DIVAD  ADAGE

|

qupon ~ Model

Limitation

Uses expected value in many-on-many
engagements; poorly understood parameter
determines the probability of various air
defense weapons participating in battle;
survivability is based on attrition rates
applicable to weapon classes

Carmonette

|
\
|
|

Stnger ~ coMOm

Simulates specific dynamic interactions Early problem of squaring of kill probabilities;
between individual air defense weapons and ?eneration of only one set of random numbers;
helicopters i

xed-wing model uses basically the same
approach as the ADAGE in multiaircraft raids;
problems external to the model in issues of
experimental design and adequate number of
model runs

‘Simulates specific dynamic interactions Same as the Carmonette with regard to
between individual air defense weapons and experimental design and number of model runs

targets

The Selection of Input

The events of a battle may be computed and expressed as expected val-
ues or they may be computed less efficiently, but more realistically, by
the Monte Carlo technique. The two procedures may not produce the
same results. Each method may provide information not available from
the other. Our main concern with the ADAGE simulation was that its use
of “kill probabilities”” based on the interaction of a single weapon and a
single aircraft neglects the complexities of muitiple aircraft attacks and
could lead to substantial distortions of what happens in the real world.

The results of a simulation are dictated in large part by the data that an
analyst enters into the computer: missile firing rates, target damage
probabilities, information about the terrain, and so on. If the input data
are basically inappropriate or problems arise from tailoring the data
before they are used in the model, the credibility of the results is likely
to be diminished. In our assessment, we attempted to determine the data
shortcomings in the case study simulations. ‘

The Carmonette and como III appeared to have relatively appropriate
data. In the earlier analyses, the ADAGE and Carmonette modelers dif-
fered in the selection of input data and models for the visual detection
of approaching aircraft. In the later compromise, the data did not prop-
erly describe the DIVAD’s detection capabilities. The ADAGE simulation had
the most serious input data limitations, because some of its data were
outdated and some key values (such as air damage to ground targets)
produced results too large to be accepted by knowledgeable military
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officials. Table 4.9 shows that all three models had some limitations
with regard to this factor.

Table 4.9: The Selection of Input Data

Attrit_gy_gg

Strength

Limitation

Data source

Uses data from a variety of
recognized sources

Data quality

Visual detection data cover full range
of gun for helicopters

Visual detection and terrain data are
old; night vision and electro-optical
laboratory data are inadequate for the
DIVAD'’s ability to detect aircraft to the
full range of the gun

Data tailoring

Description of weapons in Incursion
submodel is dan integral part of the
model and not addressed through a
data base

Data source

Uses data from a variety of
recognized sources, some different
from the ADAGE’s sources

Data quality

Uses a visual detection submodel
from the ADAGE for fixed-win
aircraft; early problems using%oviet
ZSU-23 to model the DIVAD were
overcome

Uses night vision and electro-optical
laboratory data inaccurate for the
DIVAD's visual detection of helicopters

Data tailoring

Data tailored extensively to meet mode!
requirements could affect results

Weapon  Model
DIVAD ADAGE
|
! Carmonette
|
Stinger  COMOII

Data source

Uses data from a variety of
recognized sources, some different
from the ADAGE and Carmonette
sources

Data quality

Engineering data are reasonably
reliable

Human-factors data are not as reliable
as engineering data

Data tailoring

Straightforward for engineering data

Data about the Stinger team's reactions
may have been subject to greater
adjustment or interpretation than
engineering parameters

Some of the Carmonette’s early data problems, such as an incorrect
description of the DIVAD gun, were corrected, but the problems with dis-
puted visual-detection data remained, and disputes concerning these
data required the ADAGE modelers to change their detection data. The
Carmonette and como III simulations require extensive tailoring of data
in order to make the data usable in the models, opening the possibility
that the results may depend as much on the judgment of the staff as on
the operations the model simulated.
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All three simulations had considerable capability with regard to por-
traying weapons engaging targets and simulating important aspects of
measures of effectiveness. In almost all instances, however, the simula-
tions we studied had some limitations. We believe that the effort
required to remove some of the limitations we found might be relatively
minor, but for others, much more work would be required. In a few
instances, fixing the model might not be the appropriate response; using
a different model might be more appropriate. For example, our assess-
ment indicates that the Carmonette, as a combined-arms battalion-level
model, was generally not as well suited to answering the original ques-
tions posed about the DIVAD as an air defense alternative, so that modify-
ing the model is probably not a reasonable solution to the limitation.

Page 39 GAO/PEMD-88-3 Assessing DOD Simulations for Credibility




Chépter b

Credibility Based on Correspondence to the

Real World

In this chapter, we focus on factors 8-11 in our framework; or the proce-
dures with which the analysts demonstrate that a model is a good repre-
sentation of reality and that the results are acceptable surrogates for
results that might be collected in the operation of a weapon system. In
table 5.1, the factors are repeated from table 2.1.

|
|
Tabto 5.1: The Four Factors for
Cor' espondence to the Real Worid*
|

1
I

|

|
1
i
I
i
i
i
i

Area of concern Factor

The correspondence between the model and 8. Evidence of a verification effort
the real world

9. Evidence that the results are statistically
representative

10. Evidence of sensitivity testing

11. Evidence of validation of results

2The two remaining areas of concern and 10 other factors are in table 2.1

While analysts can never provide absolute guarantees about the credi-
bility of a model or its accuracy, they should be able to provide informa-
tion so that the required decisions can be made with some degree of
confidence. They can produce evidence that (1) the computer program
operates as the simulation model’s designers intended, (2) the output of
the simulation represents the model’s average output over many runs,
(3) the results take into account sensitive parameters and alternative
scenarios, and (4) a model’s results bear sufficient resemblance to real-
world results or results from other models or methods. In reviewing the
simulations, we paid some attention to the use of como III with weapon
systems other than the Stinger, because the information contributed to
the credibility of the COM0O modeling system. (A more detailed discussion
of our findings is in appendix III.)

_
Vérification

The process of verification, or determining that the computer program-
mer has translated a model into correct computer code, may be per-
formed as part of the programming and checkout phases of a
simulation’s development. These phases are often not documented; that
is, they may be performed, but the history of the performance is usually
not recorded. Consequently, it is often difficult to find written evidence
of verification.

In our case studies, no documentary evidence of verification was availa-

ble for either the ADAGE or the Carmonette. DOD personnel involved with
the ADAGE informed us that some checks of the computer code had been
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made and problems had been found and corrected. The Carmonette ana-
lysts reported that some peer review had been performed. We were
unable to document any verification of the como III Stinger model or the
variant that was developed for the Stinger’s battery coolant unit analy-
sis. (See table 5.2.)

I

Tab&o 5.2: Evidence of Verification

Weapon Model Strength Limitation

DIVAD ADAGE Analysts commented that computer code was  No formal efforts documented
! checked and errors were corrected

E ~_ Carmonette Extensive peer review was reported No formal efforts documented

Stinber COMO I U.S. Army Missile Command staff verify and No specific verification efforts identified
! validate contractors’ simulations as a standard
i procedure

¥
|

The lack we found of documented evidence of verification presents a
clear threat to the credibility of the three simulations. The recollections
of some analysts have some value, but written documentation would be
preferable,

Credibility rises as a model’s users become assured that its statistically
averaged results do not vary widely when the model is exercised several
times. It is important to know whether the results of one or a few runs
reasonably represent the values that would be developed if a simulation
were operated an indefinite number of times.

The Incursion submodel of the ADAGE, using the Monte Carlo modeling
technique, uses multiple runs to determine one-on-one kill probabilities
that are then used in the Campaign submodel. Analysts who worked
with ADAGE informed us that each Incursion scenario had been run 500
times and that the resultant mean was within 1 or 2 percent of the true
mean at the 98-percent confidence level. This is substantial support for
the simulation’s credibility.

Each run of the Carmonette, however, required a substantially larger
commitment of computer resources. Therefore, the analysts used a lim-
ited number of replications, generally 10 for a scenario. Replications of
the scenarios brought many of the aggregated results to within 10 per-
cent of the true mean at the 85-percent confidence level. Similar levels
of confidence were not achieved for individual weapon systems, so that
questions remain as to whether the Carmonette’s battalion-level results
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can be extrapolated to the division. The Carmonette*;s analysts doubted
that they would be able to improve the confidence with a reasonable
number of additional replications.

The como III simulation of the Stinger made only one run for each scena-
rio, and the report of the analysis did not address the statistical repre-
sentativeness of the results. Thus, we do not know whether the differing
results from scenario to scenario came from differedces in the scenarios
or random variation inherent in the model. The extent to which statisti-
cal representativeness supports or threatens credibiiity is quite mixed
across the simulations, as can be seen in table 5.3.

t
'
b
v
b
t
¥

Table 5.3: Evidence of Statistical Representation

Weapon Model Strength Limitation
DlW\D ADAGE Probability of kill developed with multiple
4 replications; statistical grocedures developed
| kill probabilities within 2 percent of true mean
at 98-percent confidence level
Carmonette Multiple runs on many scenarios provided Either model varlablhtg or insufficient
confidence in results; many results were within  replications prevented development of
10 percent of true mean at 85-percent confidence levels for some results
. confidence level
Stinger COMO I No evidence of testing for measures of the

mean and variance of results prior to
experimenting with alternative scenarios;
simulation appeared to move directly to
scenario and some parameter testing;
information on confidence in results was not
developed because thlere was only one run per
scenario

The large number of replications and the quality of results in the ADAGE
simulation enhance its credibility. For the Carmonette, the analysts
addressed statistical representativeness but with only limited success.
Thus it has some credibility but not that of the ADAGE simulation. The
como III simulation appears not to have addressed the need for develop-
ing statistically representative values. This constitu es a threat to the
credibility of the simulation. ‘

M
Sensitivity Testing

It is important to know how sensitive a simulation’s results are to errors
or fluctuations in the values of its input parameters. Some parameters,
such as the detection range of a missile system, may be in considerable
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doubt; others, such as visibility, may simply be subject to wide varia-
tion. If a model is especially sensitive to a parameter, then the credibil-
ity of the results will be lessened if the estimate of the parameter is in
error. Sensitivity testing helps determine whether there may be a
problem,

A related issue is that the effectiveness of a weapon system may vary
substantially as the combat scenario changes. For example, a surface-to-
air missile system may be effective against attack aircraft but easily
defeated if jamming is used. A scenario can be tested by running a simu-
lation model under a wide variety of realistic battle conditions in order
to obtain a broad view of a weapon'’s effectiveness. This may be viewed
as testing the sensitivity of the simulation results to variations in scena-
rios. Table 5.4 summarizes the extent and manner in which the ADAGE,
Carmonette, and como III were tested for sensitivity in our case studies.

'm

Tabbo 5.4: Evidence of Testing for Sensitivity to Parameters and Alternative Scenarios

Weapon Model Test Strength Limitation
DIVAD ADAGE Parameters In detailed analysis of four major parameters, three
were found to have a major effect on the weapon's
effectiveness
Scenarios Scenarios investigated weapons, environment, and
alternative threats
Carmonette Parameters Investigated in scenario tests; some scenario
changes were slight enough to be equivalent to
| parameter changes
i Scenarios Investigating many scenarios gave insights on
i relationships between visibility and the weapon's
\ effectiveness
Stinger COMO Il Parameters Visibility parameter tested Additional runs needed
‘ Scenarios Range of scenarios tested Only one run per scenario

According to the ADAGE documentation, including the comparative analy-
sis and cost and operational-effectiveness reports, the ADAGE modelers
tested four parameters they believed could cause substantial error in
conclusions about the DIVAD'’s effectiveness if the parameters were in
error. They experimented with scenarios for variations in threat levels,
environment, and the use of other air defense weapons, thus developing
valuable information on the simulation’s response.

Extensive experimentation with scenarios was also performed with the

Carmonette. More than 50 different scenarios were examined in the sim-
ulations presented in the 1984 and 1985 reports. Many involved a major
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lidation of Results

change, such as the addition or deletion of a type of weapon system, but
some were relatively minor and might be better thought of as sensitivity
analyses of specific parameters. There was no formal, separate parame-
ter testing for the Carmonette, although there is evidence that such test-
ing was performed on earlier versions of the model that did not include
the DIVAD component. Tests of alternative scenarios provided important
insights on the effectiveness of both the DIVAD and total battalion
defense with regard to visibility, mode of operation, and current versus
mature DIVAD capabilities.

The report documenting the como III simulation analysis indicated that
sensitivity testing was performed for visibility. The analysis addressed
11 scenarios that considered a broad range of air defense, threat, and
visibility conditions.

Sensitivity testing can contribute directly to an understanding of a
model’s behavior and to its credibility, and it did so for all three we
examined. The ADAGE analysts used both parameter testing and experi-
mentation with alternative scenarios to examine simulation results. The
credibility of both the Carmonette and the coMo also benefited from the
use of parameter tests and alternative scenarios.

Validation, in a narrow sense, is the comparison of simulation results to
results from other methods, such as operational testing and evaluation
or historical experience, or from models for estimating a weapon’s per-
formance that are believed to be substantially credible. The limited evi-
dence from our case studies suggests that validationjis not planned for
or conducted routinely but is more likely to be performed when a dispar-
ity is found in the results of similar models or between the model and
real system data. Analysts or others in DOD may then request a resolu-
tion or an explanation. Our conclusions about validaFion efforts for the
simulations we studied are summarized in table 5.5. |
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Ta#lo 5.5: Evidence of Validation
Weapon  Model _ Test Strength Limitation -
DIVAD ADAGE Other models Two major comparisons attempted with the  No validation prior to Carmonette
Carmonette; early effort was thought to give  comparison
good correspondence, but comparison after
changes was unsuccessful
Operations No operational tests identified
Carmonette Other models Same as ADAGE No validation prior to ADAGE
comparison
| Operations The model was validated, but not with the
| DIVAD, against a tank warfare field
i experiment
Stirhger COMO i Other models The model, but not with Stinger, was
! compared with an Air Force model, with a
! satisfactory resolution of initial differences
{
| Operations No operational tests identified
i

We found that no formal validation efforts using real-world, DIVAD data
were performed on the ADAGE or Carmonette. This is not to suggest, how-
ever, that there was no attempt at validation. The Army regarded the
use of the Carmonette to model the DIVAD as itself a validation effort for
the ADAGE. It was made when questions arose about the results of the
DIVAD's effectiveness as shown by the ADAGE. Its results differed substan-
tially from those of the Carmonette and other air defense models. How-
ever, further analyses that adjusted the models for consistency in inputs
(for example, the same number of air-to-ground munitions) and scena-
rios (for example, the same size battle) made the ADAGE results reasona-
bly comparable to those of the other models. Later changes in the
Carmonette model, however, led to differences in the adjusted results
with a cause that could not be pinpointed.

We did not find evidence of validation specifically for the Stinger simu-
lation. We did, however, find evidence of an effort to validate the coM0
III model by comparing its results to those from an Air Force model
called SORTIE. The reasonable agreement of results when simulating
similar conditions suggests that model-to-model validation can margin-
ally strengthen credibility, especially when comparisons with real-world
data are lacking. :

Efforts to validate the ADAGE and Carmonette with respect to the DIVAD
were limited to comparing the two models to each other and, to a limited
extent, to other models. The lack of validation success with the model-
to-model comparison threatens the credibility of the models. With no
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direct validation, the coMo III situation was similarly weak. Yet the com-
parison with the SORTIE suggests that validation should be attempted
and that even comparison between dissimilar models may improve a
model'’s credibility.

Some of the efforts of the simulation analysts to show that the models
we examined closely represent reality were very limited. Some valida-
tion was not even attempted. In general, the efforts to validate simula-
tion results by direct comparison to data on weapon effectiveness
derived by other means were weak, and it would require substantial
work to increase their credibility. Credibility would also have been
helped by better documentation of the verification of the computer pro-
gram and by establishing that the simulation results were statistically
representative. Probably the strongest contribution to credibility came
from efforts to test the parameters of models and to run the models with
alternative scenarios.
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Many simulation models have a long lifetime. They are created and mod-
ified, become more complicated, and are sometimes used in several ver-
sions. Because of this, simulation models, like all other complex
software, must be supported by an organization that documents its oper-
ation and ensures that decisionmakers understand both the strengths
and limitations of the model. We believe that this will not create credi-
bility where the underlying theory, computer representation, or valida-
tion procedures are weak, but it will help prospective users judge the
applicability of a simulation to their needs and will add further credibil-
ity if the simulation is relatively strong. Table 6.1 shows from our com-
plete framework the relevant factors that we address in this chapter.

Table 6.1: The Three Factors for Support
Structures, Documentation, and
Ro:,ortlng'

|

Support Structures for
Design, Data, and
Operations

Area of concern Factor
The support structures, 12. Establishment of support structures to manage
documentation, and reporting the simulation's design, data, and operating

requirements

13. Development of documentation to support the
information needs of persons using the simulation
or its results

14. Disclosure of the simulation’s strengths and
weaknesses when the results are reported

2The two remaining areas of concern and 11 other factors are in table 2.1.

Looking at Army actions relating to the ADAGE, Carmonette, and como III,
we looked for evidence that support structures had been established for
controlling the three models and evidence that any resultant organiza-
tions were functioning as intended. We found that each model had been
assigned to a formal entity for management: the ADAGE to the U.S. Army
Materiel Systems Analysis Activity, the Carmonette to the U.S. Army
Training and Doctrine Command (TRADOC) Systems Analysis Activity,
and the coMo III to the U.S. Army Missile Command. In addition, the
Army designated the deputy chief of staff for doctrine responsible for
ensuring that doctrine, future concepts, and threats are properly por-
trayed in the models.

Illustrating one type of support, TRADOC plays a role in both managing
and using simulation models. Its regulation entitled ‘“Management:
TRADOC Models” (regulation 5-4, August 20, 1982) provides guidance on
managing the models under its control. TRADOC designates one agency
responsible for each model—for the development of software and for
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the management of the data base and changes in a model’s configura-
tion. Although others may use the model and may even make changes
for their own needs, the alterations are controlled in that the nature of
the model must not be changed, the changes must be coordinated with
the responsible agency, and the changed model must not be shared with

a third agency.

Several other groups play roles in controlling the models. For example,
an interagency group was established in 1980 to exert some control over
the como III’s configuration and documentation and the development of
new models. In 1986, a coM0 model resources group was formally con-
vened, again with the aim of providing some control over the model.

In an effort to maintain oversight and review at a different level, TRADOC
establishes study advisory groups to monitor the progress of individual
studies using models under TRADOC’s control. For example, in two DIVAD
studies, a 1984 cost and operational-effectiveness update and a 1985
comparative analysis, study advisory groups played active roles regard-
ing the use of the ADAGE and Carmonette.

Another kind of control is exerted by weapon-system program offices,
which sometimes establish working groups to oversee engineering simu-
lations. For example, the Stinger program office appointed working
groups to define the validation requirements for quels and to review
and approve validation data.

We looked beyond the mere establishment of a support structure to see
if the organizations we identified were actively managing the simulation
models and the associated studies of weapon systems. Some organiza-
tions have had a long-term relationship with a particular simulation—as
the cOMO model management board has had with coMo III—and others
have had a brief but intense relationship, such as the study advisory
groups that have the authority to advise on the use of a specific simula-
tion model, the input data, or the scenarios in an anblysis. We believe
the long-term relationship is more likely to lead to a substantive effect
on the credibility of simulation results. Our review of the support struc-
tures is summarized in table 6.2. ‘
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Table 6.2: Support Structures for Design, Data, and Operations

Wedpon Model Strength Limitation
DIVAD ADAGE U.S. Army Materiel Systems Analysis Activity is  U.S. Army Air Defense Artillery School has been
responsible for management; study advisory considered the appropriate manager for air
groups oversee and review specific studies defense functional models such as the ADAGE;
a study advisory group is organized for a
specific study and does not focus on long-term
configuration control of models
f Carmonette U.S. Army Training and Doctrine Commandis A study advisory group is organized for a
, responsible for management; study advisory specific study and does not focus on long-term
| groups oversee and review specific studies configuration control of models
Stinber COMO 1§ U.S. Army Missile Command is responsible for  U.S. Army Air Defense Artillery School has been
: management; COMO model management considered the appropriate manager for

board represents users from various agencies  functional models such as the COMO
and meets periodically to guide development,

configuration, and documentation; a COMO

model resources group was also established to

facilitate greater coordination among users

|
|
I
|
i
i
;
)
)
L
1
!
|
|

Documentation for

The Army seems to have been at least partially successful in maintain-
ing simulation models and controlling their development and use. It
assigned formal responsibilities for control for each of the case study
models and involved several groups within the Army that have an inter-
est in the development of specific models. The present structure for
managing coMo III recognizes the different interests of those various
groups and their viewpoints toward simulation.

Well-documented simulation models inspire confidence that the models
will be used correctly to address the types of issues for which they were
designed. Conversely, if documentation is incomplete, and especially if a
model has been evolving for a long time, we are concerned that a model
may not be simulating the events and conditions the analysts think it is.
We looked for evidence of clear and complete documentation. What we
found is summarized in table 6.3.
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Table 6.3: Documentation for Users
Weapon Model Attribute Strength Limitation
DDYAD ADAGE Completeness Original documentation is complete Recent changes are not yet
i documented
i Adequacy No major problems reported; the
‘; developer and user communicate
i frequently
5 Carmonette Completeness An executive summary and list of Detailed documentation is not available
t input variables are available
; Adequacy Lack of documentation was reported as
| a problem in understanding the results
Stinger COMO Il Completeness Comprehensive and detailed
i programmer-user manual is available;
comparably complete documentation
is available for other models and for
the overall system
Adequacy No problems reported or identified Basic knowledge of COMO is required

to use the manual

I
|
|
i
i
1
1
1
|
{
L
0
{
'
|
1
|
|
i
|
i

}
1
1
1
1
|

We found the ADAGE relatively well documented, at least through Sep-
tember 1978. However, the cost and operational-effectiveness update
study for the DIVAD required substantial changes to the ADAGE that were
not accounted for in the documentation.

The Carmonette is documented relatively poorly, which became evident
during the cost and operational-effectiveness update study, when ana-
lysts at the U.S. Army Air Defense Artillery School tried to reconcile
disparities in the results produced by the ADAGE and Carmonette. The
analysts expressed doubt about being able to reach a reasonable under-
standing of the Carmonette without better documentation. The chair-
man of the study advisory group charged with overseeing the update
also expressed concern about the lack of documentation.

The coMo series of models has extensive documentation. Documentation
was produced in the late 1960’s and early 1970’s at the technical center
of the Supreme Headquarters of the Allied Powers in Europe, where the
coMO was developed. Since then, much of the documentation has been
produced by or for the Army Missile Command as part of the process of
developing and validating individual weapon-system models and
improving the COMO’s program structure.

We found the main documentation for the como III simulation of the
Stinger comprehensive and detailed. Although validation documents
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leports of Strength

and Weakness

|

were not available for the Stinger, they had been produced for corre-
sponding cOMO simulations of the Patriot and Hawk missiles.

In sum, the coMo III, and to a lesser extent the ADAGE, has documentation
that tends to strengthen the user’s confidence in the credibility of the
simulation. The considerable lack of documentation for the Carmonette
detracts from the confidence that a user might have in its credibility.

In examining reports from the simulation studies, we wanted to deter-
mine the extent to which the simulations’ strengths and weaknesses

were discussed. We believe that the candid and complete discussion of a
model is associated with a positive contribution to credibility.

The reports we examined included the following. For the ADAGE, we
reviewed the report on the pIvaD’s 1977 cost and operational-effective-
ness analysis and the draft reports for its 1984 update and the 1985
comparative analysis. For the Carmonette, we reviewed the 1984 update
on the cost and operational-effectiveness analysis and the 1985 compar-
ative analysis. For the como I1I, we reviewed the Stinger battery-coolant-
unit usage report, a validation report for the Patriot missile studies, and
the documentation for the Stinger model. Our observations are summa-

rized in table 6.4.

Tablc 8.4: Disclosure of Resuits

DIVAD

.
|
t
3
t
|
!
|
!
|

Stin

Won}wgﬁ -

Model

Strength

Limitation

qer
?
|
I
i
T

'ADAGE

Explicitly stated objectives, strengths, and
weaknesses of the simulation analyses; the
1977 cost and operational-effectiveness
analysis report was especially comprehensive

The 1984 draft update report and the 1985 draft
comparative analysis raport contained less
description of underlying assumptions; the later
report included fewer division-leve!l analyses

Carmonette

Included major modeling limitations

Contained cursory desgription of theoretical
bases for analyses; did:not address how
limitations affected results; variability of results
was not addressed; some recommendations
not supported by analyses

' coMOli

Included details about the model and its
limitations; report on validation of Patriot
models is highly detailed reporting of strengths
and limitations

Omitted description of some methodological
and modeling weaknesses

The ADAGE reports contained explicit statements of the study’s objec-
tives and the strengths and limitations of the simulation. The 1977
report provided the rationale for studying air defense in a division con-
text and identified the major measures of effectiveness. It explained the
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logic of the simulation, the relationship between the Incursion and Cam-
paign submodels, and the manner in which air-to-air and ground battle
results are integrated. Although the implications of the analysis of
ground battle damage were not fully discussed, it was, on the whole, an
adequate treatment of the simulation’s strengths and limitations.

The 1984 update, which was issued only in a draft version, also clearly
specified the purpose of the simulation. It did not cover the background
information as intensively as the 1977 report, but it‘i‘did address changes
to the ADAGE model after 1977, and it contained a section reconciling the
ADAGE results with the results produced by the Car:jonette and other
TRADOC models. The analysis of alternative air defense structures stated
the assumptions and limitations clearly. Thus, except for not repeating
the underlying assumptions, this report also contributed to the credibil-
ity of the simulation. ‘

The results from the 1985 comparative analysis (also issued in draft
only) tended to concentrate on outcomes pertaining to the protection of
forward combat units and gave less attention to the division context. A
more balanced presentation would have been more appropriate. Several
limitations of the simulation were discussed and an attempt was made to
identify and reconcile inconsistencies in the results of the ADAGE and
Carmonette.

The Carmonette’s 1984 update report appeared to make recommenda-
tions that were not well supported by the simulation’s results, and little
or no attention was given to the theoretical basis of the analyses. While
some of the model’s limitations were discussed, the $uthors did not
address how they might have affected the results. There was substantial
variance in the results of the runs, yet they were accepted without dis-
cussion of the effects of their variance or instability. The 1985 compara-
tive analysis clearly stated the purpose of analysis and some of the
major assumptions and limitations of the model. But many of the impor-
tant areas not discussed in the 1984 update were still not completely
addressed, and the analysis was again based on a small number of repli-
cations and unstable results. A summary statement about the report
identified several major limitations of the simulation that, in our opin-
ion, cast substantial doubt on the ability of the Carmonette to study air
defense alternatives, although the statement itself did not draw such a
broad conclusion. ‘

The Stinger battery-coolant-unit usage study clearly developed the
rationale for the scenarios and identified the limitations of both the
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computer and the model. The coMo III model was described with a level
of detail that would allow an analyst to examine the operation of the
Stinger submodel in substantial detail. However, one limitation of the
report was the implicit assumption that the submodel for another air
defense weapon being simulated within the coMo III was sufficiently
credible and accurate that the overall results would not be biased. Given
the size and complexity of the coM0O modeling system, however, it may
not be reasonable to expect that an analysis of a particular weapon-sys-
tem model can also address the credibility of other CoM0O submodels in
detail. A second limitation was the lack of comment regarding the fact
that only one replication for each scenario was produced and, thus, the
unresolved issue of statistical representativeness in the results.

The como III modeling system functions with submodels that represent
specific types of weapon systems. The reporting on the strengths and
limitations of some of these submodels was complete and useful. For
example, the report on the validation of the high-resolution Patriot mis-
sile submodel with three other surface-to-air submodels within como I1I
was a thorough comparative analysis in which the results of each model
were developed and compared for a wide range of scenarios. The report
compared results such as detection time, launch time, and point of inter-
cept rather than just presenting aggregated measures of aircraft kills.
Recommendations were made for improverments to the models that
would bring the results to greater uniformity. The strengths and limita-
tions of each model were discussed, giving attention to the structural
and logical differences in design that often accounted for differences in
the results.

In examining evidence about support structures, documentation, and the
reporting of simulation results, we found that the Army has established
functioning support structures for simulation activities. We believe that
although these structures have limitations, they contribute to the credi-
bility of the simulation results. The quality of the documentation of
models and results is mixed. The simulations of the ADAGE and coMO
were made at least moderately more credible by detailed documentation.,
Inadequate documentation for the Carmonette led to questions about its
credibility. Reporting practices could be improved, but the explicit treat-
ment of strengths and weaknesses did contribute to the credibility of all
three simulations.
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)ffice of the Secretary

Our third question—What effort has oD made to fd)ster and reinforce
the credibility of its simulations—Iled us to look for formal guidance
applicable to the three simulations we reviewed and to DOD’s simulation
activities in general. Formal guidance for controlling the quality of simu-
lation activities, as for many other activities, might cover (1) initiation,
(2) development, (3) assessment or evaluation, (4) documentation, (5)
use, and (6) maintenance or upkeep. We believe that the guidance would
not only designate the persons who are responsible for simulation activi-
ties and establish management requirements but also describe policies
and procedures for these activities.

We asked two questions about formal guidance for establishing and
maintaining credible simulations:

To what extent has the office of the secretary of the Department of
Defense developed regulations or other general guidance that addresses
the development and assessment of simulations, even if it is not about
specific models or simulations?

To what extent has the Army or its organizations provided regulations
or guidance on development and assessment for organizations that pro-
duce simulations?

Although our search led us to look for relevant guidance throughout
DOD, we did not comprehensively review all related guidance, such as
guidance in information resources management, automated data
processing, studies and analysis, and testing and evaluation. We also
limited our focus to the guidance found in our review of the three Army
air defense simulations; Air Force and Navy guidance, therefore, is not

included. ‘

We found no formal guidance specifically for simulations from the level
of the secretary of the department. However, we did find related regula-
tions from the secretary’s office that could be applied to computer simu-
lations. The more important ones are summarized below.

system acquisition decisions is stated in DOD directives 5000.1 and
5000.2. These direct that some form of system-effectiveness analysis, in
conjunction with analyses of costs and other factors, be performed to
support milestone decisions. Directive 5000.3, on te}Bting and evaluation,
states that ‘

The need for information and the use of analysis tofupport weapon-
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“The use of properly validated analysis, modeling, and simulation is strongly
encouraged, especially during early development phases to assess those areas
which, because of safety or testing capability limitations, cannot be directly
observed through testing.”

While these directives encourage the use of simulations and other analy-
ses, they do not give guidance on prerequisites for sound simulations,
how to develop them, or how to assure their credibility.

Regulations on automated data processing and the management of infor-
mation resources may be partly applicable, because simulations are run
on computers. However, directives on these topics focus mostly on
input-output processing and file structure. They do not always include
other topics important to computer simulations, such as the construction
of models, the treatment of assumptions and limitations, and the verifi-
cation and validation of models. Guidance on automated data processing
typically focuses more on the processing of input data than on creating
data as part of the process. While DOD’s directives and standards in this
area may be useful, they are inadequate to guide the development and
maintenance of computer simulations.

One example of guidance related to simulations is that dealing with the
quality of computer software. The issue of software quality is not new
to computer programming, and since the 1970’s a great many profes-
sional papers have been published on various aspects of software qual-
ity and reliability. The concept of “quality’’ is somewhat elusive and
includes a number of factors such as reliability, portability, usability,
and maintainability.

One of DOD’s major concerns with software quality began with the soft-
ware used in weapon systems or ‘‘mission-critical computer systems.”
For example, the 1978 Weapon System Software Development
addressed a number of issues related to quality.! Directive 5000.3,
issued in 1979 and updated in 1986, also includes guidance for testing
and evaluating the software as well as hardware comjponents of defense
systems. In 1983, a report to the office of the secretatry about software
testing and evaluation recommended modifications that would
strengthen directive 56000.3 with respect to mission-critical
applications.?

1U 8. Department of Defense, Weapon System Software Development, MIL-STD-1679 (Navy) (Wash-
ington, D.C.: 1978.)

2R. A. DeMillo and R. J. Martin, O0SD/DDT&E Software Test and Evaluation Project, vol. 1, Final
Report and Recommendations (Atlanta: Georgia Institute of Technology, 1983), pp. 1-2.
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rmy Regulations and
actices

There are indications that DOD’s interest in the evaluation of software is
being extended to software systems in general. When Weapon System
Software Development was revised in 1982, the draﬁ‘t title was changed
to “Software Development” and its stated purpose Was to establish “‘uni-
form requirements for the development of software for the Department
of Defense,” expanding the standard to a much broatier class of soft-
ware. The 1985 revision, issued as DOD-STD-2167, is entltled “Defense
System Software Development.” Another indication ‘\of this broadening
interest is the April 1986 draft entitled ‘‘Software Qhallty Evaluation,”
which

“‘establishes requirements for software quality evaluation . .. to be performed dur-
ing the development and support of software in Mission-Critical Computer Systems
(MCCS). This standard may also be applied to the evaluatlon of software in non-
MCCS. "3 !

Although this interest in the quality of software beg‘an with weapon sys-
tems, it may be generalized to all computer systems. However, among
the military personnel involved with simulations, w(e did not find sub-
stantial interest in or recognition of the importance of a systematic
approach for addressing software quality. Argumeni:s that can be raised
against designing, programming, and testing software to satisfy estab-
lished engineering standards of quality include that it will take more
time, at least early in the process; it will be more costly; and it is not
mandatory for applications not mission-critical. These arguments may
be appropriate for some simulations that are small @nd have a short-
term or limited purpose. But the results of simulations that have a
longer term, develop a community of users, and are ﬂntensive consumers
of computer and personnel resources may influence major decisions in
acquisition, allocation of forces, or operations. The (;r;t of designing and
testing the quality of software for these s1mulat10ns becomes a neces-
sary part of their development,

|
+

The Army has issued regulations that address the mLanagement of mod-
els in the context of its models improvement program and in the man-
agement of studies and analyses that include modehmg The Army has
made an effort to develop a hierarchical modeling system that reflects
the guidance of the Army’s models committee; it was spelled out on
August 15, 1983, in regulation 5-11, the most detailéd Army statement

3U.8. Department of Defense, “Software Quality Evaluation,” draft MIL-$TD-2168, Washington, D.C.,
April 1985, p, 1; the emphasis is ours.
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regarding modeling policy and practice among the documents that we
reviewed. Its guidance is specific to the models in the hierarchy that the
Army will include in the major modeling efforts it expects its many
organizations will use over the next several years.

The purpose of the models improvement program is to develop, docu-
ment, and implement a hierachical family of combat models that could
be used to evaluate combat capabilities and determine resource require-
ments through an integrated system of models of theater, corps, divi-
sion, combined arms, and support task force operations. The program’s
management is specifically directed to ensure that appropriate technical
procedures are used in software development and application, assign
responsibility for the control of the model’s configurations, and identify
and assign the data management responsibilities.

TRADOC provides specific guidance on managing models and on using and
reporting on simulations that are part of studies. TRADOC'S August 20,
1982, regulation 5-4, entitled ‘‘Management, TRADOC Models,” sets forth
the manner in which its models are managed to ensure that high-quality,
responsive models are available for combat development and training.
TRADOC’s March 29, 1985, regulation 11-8, ‘“Management: Army Pro-
grams—Studies Under AR 5-5" and the accompanying pamphlet, *‘Army
Programs: Studies and Analyses Handbook,” issued on July 19, 1985,
provide guidance on planning and conducting studies as defined in the
Army’s “Management: Army Studies and Analyses” (AR 5-5).4 The
“handbook” discusses studies from inception to completion in considera-
ble detail to help officers perform timely and high-quality studies. It
includes a detailed description of the strengths and limitations of mod-
els, analytical tools, and guidance on reporting.

As we mentioned in chapter 6, TRADOC's regulation 5-4 assigns manage-
ment-control responsibilities to various groups but does not set out pro-
cedures for maintaining models. That is, it does not describe how to
systematically and routinely evaluate, coordinate, approve, or disap-
prove models or how to implement approved changes. Although it does
not establish requirements for establishing and maintaining the basic
configuration, it does include an outline of key attributes to be covered
when describing models that are in TRADOC’s inventory.

4In the October 15, 1981, regulation AR 5-5, “Management: Army Studies and Analyses,” the Army
took a broader view, prescribing policies, responsibilities, and procedures for improving the quality of
its studies and analyses. In addressing a much broader area, this regulation contains no detailed guid-
ance on modeling approaches.

Page 57 GAO/PEMD-88-3 Assessing DOD Simulations for Credibility



Chapter 7
DOD's Efforts Toward Credibility

The Army has established various groups to address the technical and
management aspects of the studies and the modeling process. For exam-
ple, TRADOC analysts participating in the 1984 workshop on consistency
in TRADOC’s studies addressed process, modeling, doctrine, scenario, and
“enemy and friendly data.” They noted problems that remained in areas
already covered by their guidance and made many recommendations for
improving the quality of TRADOC’s simulations. One was the recommen-
dation that the configuration of models be controlled, because the thor-
ough validation and verification of a model that are not followed by a
“benchmark run” and reasonably tight configuration control allow an
unacceptable risk of inconsistency. They noted further that agencies
studying models change them without audit and without documentation.
They suggested that although configuration control is expensive, it
might be placed in a body meeting periodically or as needed or might
consist of the requirement that a change be provided to its proponents,
the Combined Arms Center, TRADOC, and the like for review prior to its
implementation.

The workshop reported that the effectiveness of the study advisory
group that is the principal oversight and review body ensuring quality
and consistency in the models when they are used in TRADOC’s studies is
often hampered, because it is not ultimately responsible for the quality
of the simulations used in a study. The study advisory group is encum-
bered by the large number of members and observers who attend it and
the lack of depth in its reviews. In addition, the logistics of setting up a
large group, preparing for it, and attending it consume valuable time,
especially for the agency conducting the study. The workshop suggested
two options. First, active “working groups” of senior analysts should
meet periodically throughout a study at critical junctures, not merely at
convenient milestones, and conduct critical reviews in depth, analyze
problems, implement solutions with some autonomy, and report to the
study advisory groups. This would not only ensure more thorough
review but would also permit more timely corrective action and redirec-
tion. Second, smaller executive groups of senior offi¢ials who could
make immediate decisions would contribute to more productlve dialogue
and save time, personnel, and resources.

A further manifestation of the Army’s intention to guide and manage its
modeling activity are the two groups we mention in chapter 6 and
appendix IV that were constituted at different times to oversee the
development of the coMO modeling system. These groups drew their
members from the many commands and organizations that have an
interest in the development of the COMO models.
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Overall, the Army appears to be concerned about the quality of its mod-
els and its responsibility to provide guidance for those who manage
them. Over the years, various management and procedural improve-
ments have been discussed and, at times, initiated in the form of both
regulations providing guidance to developers of models and committees
taking an active interest in the ongoing development of specific models
and modeling efforts in general. We note, however, that the guidance
generally concentrates on management aspects and does not provide
substantive technical detail, especially concerning the systematic and
routine evaluation of models.

At the level of the secretary’s office, we found little guidance with direct
relevance to simulations, although some DOD directives and regulations
on related topics include information pertinent to them.

In one area, the interest in the quality of computer software was ini-
tially oriented to systems critical to military missions but has gradually
broadened to encompass computer systems in general, reflecting devel-
opments taking place in the computer software field. We believe that
stronger links between software development and computer modeling
may facilitate more rapid integration of software advances into the pro-
gramming of computer models. The adoption of practices for assessing
and improving the credibility of simulations might be encouraged if
management gives greater attention to such technical aspects of model-
ing as software quality, statistical analysis, and validation.

Page 59 GAO/PEMD-88-3 Assessing DOD Simulations for Credibility



Gh%upter 8

Summary and Recommmendations

i
i
'
i
i
¢
i
¥
v
'
'
L
T
i
{
1
{
|
|
|
i
|
I
|
|

The Factors in a
Systematic
Assessment

¥
!
i
q

DOD used the simulations we examined to obtain info%nation about the
effectiveness of weapon systems for decisions about acquisition. These
and other simulations were also used to evaluate improvements or
changes in the systems, force levels, and operating dpctrine. Because the
credibility of the results of simulations used for major decisions is
important, we posed three broad questions about credibility.

We identified 14 factors that are useful in assessing the credibility of a
simulation as applied in a particular study. The 14 factors fall into three
broad areas of concern: (1) theory, model design, and input data, (2) the
correspondence between simulation outcomes and real-world outcomes,
and (3) the institutional process of configuration management, over-
sight, and review and documentation and reporting practices. Severe
limitations in any one of these areas would lead to dpubts about the
credibility of a simulation but for different reasons. Problems with the-
ory, design, or input data would pose questions about the basic integrity
of the simulation’s internal structure. Little or no evidence on the corre-
spondence of outcomes would leave insufficient proof of the extent to
which the simulation represents reality. The absence of efforts with
respect to the institutional process would cast doubt that appropriate
practices had been used to ensure quality in the first two areas, the con-
tinuing integrity of the model, and disclosure of its critical limitations.

Our framework appears to be appropriate for reviewing the credibility
of simulations of operational effectiveness, which u$ually involve many
weapons against many targets. We did not attempt to apply it to other
types of simulations. For engineering simulations, which often involve
one weapon against one target, and war-game simulations, which often
involve confrontations between large forces, individual factors in the
framework may have to be modified; the three mago areas of concern
should apply as they are. (

We believe our framework provides a structured and useful way to
review the credibility of the results of simulations of operational effec-
tiveness. The 14 factors can guide data collection and analysis to help in
understanding both the strengths of the simulations that would enhance
confidence in using the results and limitations of them that threaten
confidence and point to the need for remedial effort‘ .
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Nonexistent or weak evidence of validation efforts (factor 11) posed a
major threat to credibility in all three case study simulations. Validating
a simulation’s results by comparing them to real-world results is a diffi-
cult problem in weaponry. It cannot be solved easily but would be
helped by more efforts first to identify appropriate data sources and
methods for validation comparisons and then to use them.

According to our review, credibility was consistently supported by only
a few of the factors in our framework for the three simulations. All
three simulations were fairly strong, with some limitations, at including
important measures of effectiveness (factor 2), modeling weapon-to-tar-
get engagement (part of factor 4), and testing the parameters of models
and running the models with alternative scenarios (factor 10). The
reports on all three simulations were relatively complete in discussing
the strengths and weaknesses of the analyses (factor 14).

Despite these strengths, the limitations of other factors reduced credibil-
ity and thereby the usefulness of the simulations. Therefore, we believe
it would be imprudent to use the results directly in major acquisition
decisions without correcting the weaknesses. We believe that even with
these limitations, the results can be used in an exploratory way to iden-
tify possible problems in the weapon systems. With greater caution,
they might also be used for extending evidence on weapon-system per-
formance to cover many more conditions than would be possible in field
tests. A simulation’s results may be quite valuable for these purposes
within the constraints imposed by its limitations.

The office of the secretary of the Department of Defense has issued no
formal guidance specifically for the management of simulations or how
to conduct them and assess their credibility. Although several directives
and at least one military standard have some bearing on simulations, we
found no documented evidence that the secretary’s office has sought to
develop and implement appropriate quality controls.that could be
expected to directly improve the credibility of simulations.

The Army has been more active in fostering the development of organi-
zations and guidance that can directly influence the credibility of simu-
lations’ results. Several Army organizations—parts of the command
structure as well as less formal working groups—have roles in oversee-
ing and upgrading simulations. The Army has also issued several regula-
tions and a handbook that emphasize specific aspects of configuration
management and reporting results.

Page 61 GAO/PEMD-88-3 Assessing DOD Simulations for Credibility



Chapter 8
Summary and Recommendations

D’s Comments and
r Response

We conclude that the Army’s efforts are noteworthy in both intent and
performance but that additional actions, especially more guidance on
the technical aspects of simulations and requirements for validation,
would improve simulations and thereby enhance their credibility.

We support the efforts DOD has made to develop and sustain credible
simulations. We recommend that to reinforce these efforts and to ensure
that such practices are followed, the secretary of the Department of
Defense develop and implement guidance on producmg, validating, doc-
umenting, managing, maintaining, using, and reportmg weapon-system
effectiveness simulations. The guidance should mclude a provision for
routine reviews of a simulation’s credibility and, in ﬂhls way, the identi-
fication of problems that should be resolved./The se¢retary should also
explore the possibility of requiring that a statement ftregarding validation
accompany the report of a simulation’s results.

We recommend that to make the ADAGE, Carmonette, and coMo III models
more useful in future applications, the agency responsible for managing
each simulation explore the feasibility of remedying the limitations we
identified, especially in the area of validation.

DOD commented on a draft of this report; our response appears in appen-
dix V. poD attributed 21 findings to the report, concurring fully with 19

and concurring partially with 2. DOD concurred with the two recommen-
dations presented in the report.

DOD’s comprehensive and detailed review indicates %early that simula-
tion is an area of importance to DOD, one in which it agrees that improve-
ments can and should be made. ‘

The letter transmitting DOD’s response raises concerns about generalizing
from three case studies and asserts that the report does indeed do this
without, however, citing specific examples to support this assertion.
From our perspective, we made every effort to avoid inappropriate gen-
eralization, and we believe we were successful. A major focus of our
study was to demonstrate that one can systematically collect and ana-
lyze information about a simulation that would permit one to assess the
credibility of that simulation. Using operational-effectiveness simula-
tions, our three case studies show the feasibility of an approach for sim-
ulations of that kind. We do not infer from these case studies anything
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with regard to the credibility of other simulations. Our recommenda-
tions are based on both our review of pop’s effort to foster and reinforce
the credibility of simulations and our case study analyses.

In its letter, DOD highlighted one of the two “findings” to which it gave
only partial concurrence—namely, that applying our framework to
assess credibility gives only part of the picture because quality depends
also on the persons involved, the input data choices, and the way the
model is applied. We certainly agree that these are important contribu-
tions to an assessment of a simulation’s credibility, but we do not agree
that our framework excludes these factors. In fact, the application of
models is considered under factor 1 of our framework, input data is the
focus of factor 7, and persons involved is included under factor 12, In
the report, we have tried to indicate the importance of these and other
elements.

The other finding to which DOD gave only partial concurrence was our
concern about the use of the expected-value method for representing the
mathematical relationships in the engagement of multiple air defense
weapons against multiplane attacks in the ADAGE Campaign submodel.
By pointing out several limitations, we did not intend to imply that the
expected-value approach is intrinsically bad. The concerns we reported
were raised either by DOD personnel themselves or by experienced mod-
els practitioners. Moreover, we tempered our criticisms in this area with
other statements in the report pointing out that the theoretical approach
of the ADAGE was appropriate for addressing decisions concerning com-
peting air defense weapons even though it was an expected-value model.
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In this appendix, we define terms commonly associated with simulation
models and explain the simulations used in the weapon-system acquisi-
tion programs for the DIVAD and the Stinger.

Simulation is the overall process in which a system is modeled and the
model is experimented with. In this report, ‘““‘model” refers to the repre-
sentation of an object, a system, an activity, or a sitnation by something
other than itself. It might be a logical, mathematical, or physical repre-
sentation or a combination of these. A model represents the system, its
elements (or variables), and the relationships between the elements that
govern their interaction.

The types of simulations or models of combat the military services use
to support decisions are often described or categorized in several ways:

« in terms of the numbers of friendly versus enemy units or systems
engaged in combat events, from one-on-one to one-on-few, many-on-
many, or theater-level interactions;

+ in terms of the organizational levels of the units engaged, from battalion
to corps or division to theater;

« in terms of the degree of detail in depicting combat events, whether
high-resolution simulations that depict smaller units in fine detail or
low-resolution or large-scale simulations that depict larger units in
highly aggregated variables.

Simulations are also categorized by the techniques they employ. A com-
puter simulation is a model of a weapon’s behavior in combat that is run
: entirely on a computer. A hardware-in-the-loop simulation substitutes

; one or more actual components of weaponry for a portion of the model,

3 the remainder of the model being handled by computer. A man-in-the-
loop simulation places a human being—a radar operator or pilot, for
|

example—into direct interaction with the computer or hardware-in-the-
loop simulation. !

\

| Simulation models may be further classified as stochastic or determinis-

| tic. A stochastic simulation model (described by some authors as a
Monte Carlo or probabilistic model) has one or more random variables as
inputs. Since random inputs lead to random outputs, they can be consid-
ered only statistical estimates of the true characteristics of the model.

!
|
f Simulation models that contain no random variables are deterministic.

For a given set of input data, deterministic simulation models provide a

unique set of outputs.
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In the context of simulations and models, hierarchy refers to a vertical
sequencing relationship in which the outputs of one model provide
inputs to a more aggregated model. However, a sequence of models or
simulations in weapons acquisition may refer to the order in which mod-
eling and simulation are performed. Generally, the order is from com-
puter simulations of subsystems up to the full system in its operational
environment to hardware-in-the-loop simulations to man-in-the-loop
simulations.

S
The Use of

Sixhulations for Two
Weapon Systems

i
i
b
t
|
)
|
i
]
1
l
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Simulations were used extensively in the development of the pDIVAD and
the Stinger weapon systems. The program offices for both noted that as
their budgets became tighter and the systems more costly, they made
greater use of simulations to augment data from physical tests. The one-
on-one, item-engineering models, with or without hardware-in-the-loop,
were used to assess technical performance. Force-on-force simulations
were used to assess operational effectiveness.

Th? DIVAD

Prior to the Army’s 1976 decision to develop a new air defense gun to
replace the VULCAN air defense gun, the Army Materiel Systems Analy-
sis Activity had constructed and validated antiaircraft gun models. In
1971, during the gun air defense effectiveness study, a simulation model
for the VULCAN was built and validated with field-test data. Later,
other air defense gun simulation models were built and validated, using
data from the gun low-altitude air defense test. These models—the Fire
Unit Effectiveness model for the VULCAN and the Modern Gun Effec-
tiveness Model for the DIVAD—were the basis for all the Army Materiel
Systems Analysis Activity one-on-one air defense gun studies during the
mid-1970’s. The models were modified to simulate other air defense gun
systems and validated with field data.

The two contractors that were selected to build the prototype DIVAD gun
systems (Ford Aerospace and Communication Corporation and General
Dynamics Corporation) were asked to develop computer simulations
concurrently and to base them on the Modern Gun Effectiveness Model
to represent their respective systems. In 1980, the Army validated these
models with data from the field tests of the prototypes.

Since 1977, several studies and analyses have used force-on-force simu-
lations to investigate the need for and contributions of the DIVAD gun. In
1977, the Army reported on the cost and operational-effectiveness anal-
ysis of the division air defense gun. The report examined whether the
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procurement of a DIVAD gun, as one component of future air defense
weaponry, was the most cost-effective solution for air defense missions.
The ADAGE simulation was created to perform this analysis, and a
generic 35-mm gun was modeled. The recommendation was to proceed
with the development of the DIVAD gun and to place 36 DIVAD guns per
division in the field.

The division air defense gun cost and operational-effectiveness analysis
update, completed in June 1984, addressed concerns regarding opera-
tional and developmental test results and new thred;t projections. The
Army Air Defense Artillery School was instructed to use the Carmonette
in this analysis, which was specifically designed to address the effec-
tiveness of the performance of the gun as indicated both by test data (an
“as tested” version) and by expected production cWMacteristics (a
“mature’” version). The study, conducted by the Army TRADOC Systems
Analysis Activity, concluded that force effectiveness increased when
the DIVAD was added to the forces, even with perfoﬁmance shortfalls
shown by testing and significant increases in the projected threat. The
Army Air Defense Artillery School also conducted additional analyses
using the ADAGE.

The pIVAD force structure analysis, an offshoot of the update, supported
the recommendation of 36 DIVAD guns in the 1977 analysis. Decisions
supported by these analyses led to the exercising of options I and II of
the contract with Ford Aerospace and Communication. A decision on
option III was deferred until the fall of 1985 to allof‘ testing for opera-
tional effectiveness, suitability, and limited produ(;Eon. To support the
review process for option III and assist the secretary of Defense in
deciding whether to continue with the production df the DIVAD gun, a
comparative analysis was directed by the Departmént of the Army. The
analysis, which used the ADAGE and Carmonette models, examined the
ability of the DIVAD to perform its designated mission within its postu-
lated initial operational capability on the battlefield. It also examined
the ability of alternative weapon systems to perform the same mission.

|
The ADAGE helped determine the effectiveness of air defense systems in
terms of resources saved in a division. In a parallel effort, the model was
also used to determine the operational effectiveness of the DIVAD for dif-
ferent levels of its performance parameters, and the results determined
the levels of degradation at which the DIVAD would pecome less effective
than the alternative systems under consideration. The results of the
effectiveness analysis were used to compare the operational effective-
ness of the DIVAD’s alternatives. The Carmonette model examined the
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alternatives in the context of an intense battle with a battalion task
force.

The Stinger

At the engineering level, digital, analog-digital, and hardware-in-the-
loop simulations have played a major role in the Stinger’s development
and product improvement. At least three such simulation capabilities
have been developed. General Dynamics, the contractor, verified a simu-
lation with various types of flight and nonflight tests. When the output
of the simulations was confirmed, the results could be used as a design
tool. The Army used a similar simulation at U.S. Army Missile Command
to validate the contractor’s performance data and to investigate
improvement alternatives. A third simulation was developed at the
Office of Missile Electronic Warfare to evaluate electronic counter-
measure and counter-countermeasure performance and to assess
vulnerability.

The Stinger’s operational combat effectiveness was assessed with the
Tactical Air Defense Computer Operational Simulation in a cost and
operational-effectiveness analysis reported in 1977. Several alternative,
portable air defense systems were evaluated under identical situations,
including a comparison of the relative effectiveness of the Stinger and
the Redeye in various environments.

Another study focusing on operational employment issues used the COMO
III to investigate the Stinger’s battery-coolant-unit use rates in a war-
time environment. This was the study we reviewed, because it was rea-
sonably well documented, the model on which it was based was well
documented, and the programmers, analysts, and managers were still
available for interviews and questions.
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:i‘lhe Theoretical

Approach

A model’s basic theoretical approach for evaluating the effectiveness of
a weapon system may be engineering, to determine the optimal design of
the weapon systems; functional, to aid in selecting the most effective
weapon system from alternative systems performing the same function
(for example air defense); or combined arms, to compare alternative
uses of competing weapon systems (for example, air defense weapons
versus helicopters versus tanks).

The Carmonette is a combined-arms model designed to answer broad
trade-off questions about armor, infantry, artillery, and the like. It
focuses on the total ground battle, not individual weapon systems; air
defense considerations have only recently been added to the model. The
ADAGE, in contrast, is basically an expected-value model, designed to
study the effectiveness of combinations of ground- based weapons in
providing air defense to a division. The como III waB likewise designed to
study the various factors involved in providing air wdefense but, like the
Carmonette, it is a Monte Carlo model and it operatles at high resolution.
(We have summarized the three models’ theoretical approaches in table
4.2.)

As functional models, the ADAGE and como III emphasize the adequacy of
air defense; the other aspects of war, where they are included, are con-
centrated on how changes in air defense capability can change battle
outcomes. However, the emphasis of both models is air defense, not the
total battle. Even critics of the ADAGE agree to its usfﬁefulness in making
decisions between air defense systems. The ADAGE dnd como III are also
systems-analysis models in that they are designed to provide informa-
tion to decisionmakers concerning various alternatives for providing air
defense and are not useful for considering trade-offs between air
defense and other wartime functions. w

Why should the differing theoretical approaches of the Carmonette,
ADAGE, and coMO make any difference? With the emphasis of the ADAGE
and COMO on air defense, only a less-detailed portrayal of the remainder
of the war may be sufficient to judge the trade-off between competing
air defense systems. The Carmonette’s emphasis on combined arms in
the total battle means that some elements are often omitted or aggre-
gated in simulations of air defense in a manner such that important
information can sometimes be lost. !

In our opinion, the basic approaches of the ADAGE aJlnd COMO are more
appropriate for studying air defense trade-offs than a combined-arms
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model like the Carmonette, which has to be modified to accommodate air
defense.

The protection of operational and strategic assets from enemy aircraft is
the primary mission of U.S. air defense forces; the attrition of enemy
aircraft is secondary. Although the Carmonette may be able to produce
information on protection, its emphasis in the DIVAD analyses was on
attrition. It stressed the comparison of the loss of enemy forces to the
loss of friendly forces in the form of various exchange ratios. (We have
summarized the Carmonette and the ADAGE and como III in table 4.3)

In its analyses, the Carmonette produced ‘‘killer-victim scoreboards,” or
matrixes comparing kills of all types of enemy aircraft by all types of
friendly air defense weapons and kills of all types of ground targets by
enemy aircraft, The figures from the matrixes were used for compari-
sons of the effectiveness of weapons. The principal force-effectiveness
measures reported in the Carmonette were the loss-exchange ratio (or
the total enemy losses divided by total friendly losses) and the frac-
tional exchange ratio (the percentage of enemy losses divided by the
percentage of friendly losses). Systems ratios permitted the comparison
of losses of friendly weapons to losses of one target or all targets against
which the weapon was used (for example, the DIVAD against the HIND
helicopter or the DIVAD against all target aircraft).

The emphasis in all these comparisons was attrition. No differentiation
was made between the relative worth of assets lost. Other measures of
effectiveness reported in the Carmonette analyses were the number of
helicopter remaskings caused by radar warning and the number of mis-
sion aborts caused by damage to enemy aircraft from ground fire. These
measures were not covered in the ADAGE.

Although the ADAGE can produce statistics that can be converted into the
same type of attrition statistics that the Carmonette does, the effective-
ness measure emphasized in the ADAGE cost and operational-effective-
ness analysis was the protection of assets. Friendly assets were assigned
a value called “military worth,” the assets having a military value to the
enemy as well as to friendly forces. Military worth to the enemy was
used in enemy air-raid allocations; the principal measure of effective-
ness was the military worth of friendly forces remaining after enemy
raids. The analysis also reported the worth of individual classes of
targets remaining and showed how military worth declined over several
days of fighting and how much of the loss of friendly military worth
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was attributable to the ground war only and to ground and air wars
combined.

The proportion of loss attributable to enemy fixed-wing aircraft was a
major source of concern to the study advisory group and the critics of
the ADAGE. Ground damage attributable to enemy aircraft was so great
that credibility was questioned in comparison to the Carmonette and
other models. These concerns and the possibility that the ADAGE may
overstate damage by fixed-wing aircraft means that this aspect of the
ADAGE modeling may need refining. Nevertheless, from the theoretical
perspective, it seems able to report measures of effectiveness that are
appropriate to air defense.

Since the como III does not model interactions between ground forces, it
is limited in its ability to use preservation as a prind¢ipal measure of
effectiveness. While analysis in the como III may cohcentrate on mea-
sures of attrition, its flexibility allows a wide range of measures of
effectiveness. One example is its use in the analysis of Stinger battery-
coolant-unit usage, where the output measure was the number of units
needed to fire each missile.

A chronological description of the critical events of a como III simulation
is available in summary form. The measures of effectiveness are the
analyst’s choice. They are based on the raw material of the simulation
history, which includes detection attempts, detected targets, completed
reloads, the availability of a system, missile intercepts, threat attrition,
the amount of munitions used, and kill ranges, among other things. This
information is available by fire unit, platoon, battery, battalion, or sce-
nario, and it is further processed into report outputs summarizing the
activity at a site and the effectiveness of threats an@ air defense.

Each simulation addressed measures of effectivene ‘s in operational
terms, the ADAGE better than the Carmonette or coMo III, since it pro-
duced measures related to protection in addition to the attrition of
enemy aircraft and war-exchange ratios. The Carmonette might have
produced this type of information, but it did not address this facet of
the air defense mission. The coMO did not address this measure since it
did not cover the ground war at all. However, the como III was able to
produce a measure of effectiveness especially des1g ed for the study of
the battery coolant unit.
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Once a model’s theoretical approach is understood, one can assess how
well it treats the critical aspects of a weapon system’s behavior in tacti-
cal combat. How the model formulates them determines the critical vari-
ables to be considered and how the variables relate to one another in
describing not only the behavior of the weapon system but also the
overall war environment in which the weapon system is to be used. We
believe it is important in the evaluation of the model’s portrayal of the
various characteristics of a weapon system to consider both the
weapon'’s tactical environment and how it operates in combat. The tacti-
cal environment involves such features as the size and duration of bat-
tle, the potential target set of a weapon system, the deployment and
movement of the system, and the terrain in which it is to operate. (We
have summarized the issues of environment in table 4.4.)

Level of Battle

Since the DIVAD was to be a divisional rather than a battalion or some
other air defense weapon, the ADAGE model, developed specifically to
address the DIVAD gun, treats the weapon as a division weapon. The
Carmonette, however, addresses sections of the battlefield only up to
the battalion level and, thus, could preclude the weapon from engaging
some targets it was designed to Kkill or suppress. Moreover, not all the
Carmonette analyses included the effects of all battalion DIVAD guns
because of the small block of terrain being modeled. Critics of the
Carmonette as a tool for analyzing the DIVAD assert that air defense is a
division responsibility and that some aspects of the surface-to-air battle
are overlooked, because the focus is limited to a battalion battle.

Unlike either the ADAGE or Carmonette, the coMo I1II can be played at any
level, one-on-one, battalion, division, or even theater conflicts. For the
analysis of the Stinger’s battery coolant unit, the analysts selected a
front-to-rear brigade slice, a representation of an area they believed
encompassed a sufficiently large number of air defense units and threat
aircraft and helicopters to provide a realistic exercise. The activities of
99 Stinger units and more than 300 threat aircraft were represented in
the analysis.

The fact that the Carmonette focuses on an intense, 25-minute battalion
battle, as opposed to the ADAGE’s small raids by enemy aircraft against
targets in the division over several days, is also of some concern. A con-
flict simulated with the ADAGE can last up to 30 days, and logistics are
included. The Carmonette battle covers less than 10 percent of the terri-
tory of an ADAGE battle and includes 4 DIVAD guns, while the ADAGE uses
36. The Carmonette emphasizes the effects of aircraft only in the main
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battle area, whereas the ADAGE also portrays the effects of aircraft
against combat support units to the rear of the divisﬁion. Moreover, when
it comes to measuring the potential damage attributable to enemy air-
craft, a 25-minute firefight cannot be directly compared to a battle of
several days. In effect, the ADAGE purports to model the results of sev-
eral Carmonette battles and measures the cumulative effect of enemy
air attacks on the ability of friendly forces to wage war.

The analyst chooses the level of play—battalion, brigade, division, or
higher—for the como III but the model is limited in its ability to play

inca it Adnae nnt mndal lr{rhaflnc Thao atvidy nf
battles Gf exteﬂde‘d length, Slll\—b 1L GOES DO INOGECL 1GRISULCS. 1N SLUudy Ol

the battery coolant unit, whose purpose was to deteh‘mme the number of
units each Stinger required in wartime, worked w1th the initial supply
position and did not address resupply. COMO docurnénts indicate that a
typical simulation represents about 2 hours of real tilme. The complexity
of the Stinger scenario and environment was limited in order to reduce
the resources required for computer runs.

Targets

Another significant difference between the ADAGE and Carmonette in the
treatment of the DIVAD was the weapon’s potential s¢t of targets. The
ADAGE modeled nonjinking helicopters and fixed-winlg aircraft with fixed
flight paths as potential threats and dealt with the damage from fixed-
wing attacks in the rear as well as forward areas of n;he division. Fixed-
wing aircraft were not included in most of the analﬂses using the
Carmonette. The TRADOC studies advisory group rec¢gnlzed the omission
as a serious deficiency but did not demand changes to the Carmonette
model.!

Even when the Carmonette finally addressed fixed-Wing aircraft, it did
s0 by using information produced by another model'that addressed sur-
face-to-air gun attacks in essentially the same manner as the ADAGE. The
Carmonette was modified after the last DIvAD study to include a fixed-
wing component, but no analyses of the DIVAD were made with it because
the DIVAD program was cancelled. |

'TRADOC’s study advisory groups monitor the progress of its studies and review and provide advice
on the planning, performance, and reporting of specific studies to both the agencies conducting them
and the agencies directing that they be done. Group members represent interested organizations that
know aspects of a particular study but are not directly involved in it. They meet three or more times
at critical points during a study, and subgroups review the more technical matters, such as analyses,
costs, scenarios, doctrine, and threats. The minutes of a study advisory group meeting can become
directives.
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The results of using an ADAGE-type modeling approach in conjunction
with the Carmonette led to the conclusion that fixed-wing aircraft were
not a significant threat to assets of combat ground units in the forward
part of the main battle area, a conclusion that contradicted a conclusion
from the ADAGE model alone. The difference came, to a large degree,
from the Carmonette’s focus at the battalion level, where fixed-wing air-
craft may not be significant, compared to the ADAGE’s focus at the divi-
sion level, where the damage from fixed-wing aircraft is a more
important consideration. It is not clear that including a fixed-wing com-
ponent would overcome the difficulties resulting from the Carmonette’s
more limited concentration.

In the como 111, the Stinger could attack helicopters and fixed-wing air-
craft. The study of the battery coolant unit included both air threats.
Most como III modeling, however, has concentrated on the threat from
fixed-wing aircraft.

Weapon Deployment and
Movement

{
|
|

Another important aspect of modeling the use of a weapon is how a
model portrays the weapon’s deployment and movement on the battle-
field. The analyst determines the tactics, deployment, and decision rules
that are to become input for the Carmonette. The reports on the
Carmonette’s simulation of the DIVAD indicate that the analysts studied
the effectiveness of the alternative deployment of weapons. While there
was some concern about the appropriate portrayal of the DIVAD’s deploy-
ment in the Carmonette analyses, the concerns were about the analysts’
input rather than the fundamental theory of weapons deployment.

The Carmonette has a submodel that uses mobility factors as inputs to
treat movement on the battlefield. The Carmonette allows weapons to
move in response to firing, permits well-defined movement patterns, and
allows intermediate stops in them. At one time, the Carmonette would
not allow the DIVAD to fire on the move, but this problem was corrected
in the analyses. Movement rates in the Carmonette were affected by the
environment: the mode of movement, terrain slopes, and ground condi-
tions such as the presence of paved roads, dirt roads, no roads, and so
on. On the whole, the Carmonette’s treatment of weapon deployment
and movement was suitable for the DIVAD.

In contrast, the ADAGE assumes a static deployment. It deploys weapons
in rectangles or zones of terrain. A division’s dimensions are input for
the ADAGE model, and for purposes of computing aircraft attrition, it
partitions a division into zones parallel to the forward edge of the battle
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area. Air defense weapons within one zone are assumed to be uniformly
distributed. The ADAGE gives some indirect recognition to deployment,
since the one-on-one Incursion places air defense weapons randomly rel-
ative to aircraft flight paths in several replications that determine one-
on-one attrition factors. These factors are used in the many-on-many
simulation in the Campaign submodel, in which air defense weapons are
assumed to be uniformly distributed within each zone of the battlefield
modeled. Thus, the ADAGE results are, in effect, the dverage of several
randomly generated weapon deployments.

Not only does the ADAGE not directly portray how weapons are deployed;
it also does not portray the movement of the DIVAD. The Incursion does
not portray the movement of air defense units. It is Epossible that move-
ment is portrayed indirectly in the Campaign, since it applies a
probability-of-participation factor to ground-to-air attrition rates in
determining final attrition rates. The movement of air defense units may
be partially portrayed by adjusting these factors to represent the
“nonavailable” time caused by the movement of the weapon. On the
whole, however, the ADAGE'S treatment of weapon deployment and
movement has to be considered less adequate than the Carmonette’s.

Like the Carmonette, the coMo III deploys the Stinger according to the
analyst’s specifications, but like the ADAGE, it does niot specifically model
the movement of defensive weapons, except aircraft. Rather, it
addresses movement through the lessening of the probability of partici-
pation. The como III allows individual Stinger units to become opera-
tional or nonoperational at specific times, a capability that may be used
to roughly simulate movement. The individual Stinger teams, however,
are given specific locations by the analyst. The Army’s field manual on
the Stinger’s team operations emphasizes that frequent movement as far
as several hundred meters contributes to survival.
firing, unless there is another aircraft to be engaged, could affect the
time that the team is actually in operation. Neither the greater likeli-
hood of survival nor a decrease in operations because of the team’s
movement appears to be directly included in the COMO III model.

T

errain

How a simulation models terrain is important for aif defense weapons
like the DIVAD and Stinger, because helicopters, one of their primary
targets, can use terrain to mask their intentions until moments before
they fire. The ADAGE uses a statistical terrain; the C{;lrmonette and COMO
IIT use a digitized map of a geographic area. Problems associated with

these approaches are worth commenting on. For example, the ADAGE’S
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statistical terrain was based on empirical data of an extensive study of
World War II tank battles that may not represent the line-of-site consid-
erations appropriate for air defense in the 1980’s. The model’s terrain
does not depend on the scenario, which can be viewed either as a
strength, because the results can be generalized, or as a weakness,
because the results do not seem real.

Terrain in the ADAGE was specified by a distribution of unmask-remask
ranges that depended on aircraft altitude, type of terrain, and the height
of the weapon site relative to the mean terrain. The terrain parameter
specified only whether terrain was rough, rolling, or open, and
intervisibility (the ability to see between two points) is calculated with a
statistical model, given that parameter. For specific aircraft altitudes,
weapon heights, and flight paths, the mean unmask range was deter-
mined, and random draws determined the probability of unmask and
remask for each replication of the Incursion. Interruptions in
intervisibility were not considered, and the aircraft was detectable from
the first unmask until remask. It should be noted, however, that the
ADAGE plays terrain only in the Incursion model, where it is used in
developing the probability of kill; it is not explicitly incorporated in the
Campaign, and it is not considered in the ground war.

In contrast, for the DIVAD study, the Carmonette modeled a specific area
near Hunfeld, Germany, with terrain data from the Defense Mapping
Agency and additional data on vegetation and traffic from a waterways
experiment station. Although this provided a more realistic portrayal of
terrain, the limitation to a single area was viewed as a deficiency, but no
requirement for any other terrain was imposed. Whether other terrain
would have changed the conclusions about the DIVAD is unknown.

The como 111, like the Carmonette, uses digitized data that describe par-
ticular terrain areas in West Germany. Lines of visibility are determined
for each Stinger unit and the aircraft that may become targets. That the
como 11T appropriately considers visual masking is important, because
many of the Stinger’s targets are aircraft of relatively low altitude.

The ADAGE and com0 address the tactical environment reasonably well,
whereas the Carmonette is weak in this area. Both the ADAGE and coMO
simulate a battlefield of the size appropriate for air defense, and both
simulate all the targets likely to be encountered in air defense. The
ADAGE'’s coverage of the length of battle is the more appropriate for air
defense, since its battle of many days best addresses the cumulative
damage attributable to air attack. The ADAGE’s portrayal of terrain
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allows generalizations more easily than that of the Carmonette or como
III but it is less realistic. The Carmonette’s strength regarding the envi-
ronment is its ability to portray the movement of ground weapons, while
the limited portrayals in the ADAGE and coMO are definitely weaknesses.

A complete model of air defense weapons not only focuses on how a
weapon engages and fires on enemy aircraft but also considers how that
weapon works with other air defense weapons to maintain the ability of
ground forces to resist an enemy invasion on land. A consideration of
how a weapon system operates in combat involves such features as the
detection of and engagement with its assigned targets. In air defense,
detection can be either visual or by radar, either of which can be
affected by battlefield obscurants or problems with command, control,
and communications as they relate to identifying whether a potential
aircraft target is a friend or foe. A consideration of engagement involves
the physical characteristics of the air defense weapon system, the proce-
dures of its engagment of attacking aircraft, and thé application of those
procedures when more than one aircraft is attacking.

For air defense weapons, an important aspect of modeling is how well
computer models portray the way weapons detect and engage enemy
aircraft. The important aspects of air defense include radar and visual
detection, battlefield obscurants, battle management, 1FF, and command,
control, and communications as they relate to IFF. The important aspects
of engagement include the characteristics of a weap'on affected by the
engagement procedure and the application of those procedures to multi-
ple aircraft raids.

etection of Enemy
ircraft

1
1
i
1
1

Visual Detection

In table 4.5, we have summarized how each of the three simulations rep-
resented the critical aspects of the air defense missﬂon related to the
detection of enemy aircraft. ‘

Both the ADAGE and Carmonette modeled how the DIVAD gun detected
enemy aircraft and included provisions for visual detection. Originally,
the ADAGE used a separate visual detection model called VISPOE, devel-
oped by the U.S. Army Missile Command, and results from this model
were used as input for the Incursion submodel of the ADAGE. The
Carmonette used the visual detection model developbed by the night
vision and electro-optical laboratory. However, because differences
between VISPOE and the laboratory’s model could not be resolved for
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the cost and operational-effectiveness update and the comparative anal-
ysis, the ADAGE was modified to use data from the latter model for pop-
up helicopters, whereas the Carmonette used data from the former for
the detection of fixed-wing aircraft in the comparative analysis.

In the original ADAGE analyses, the VISPOE model incorporated gradual
lessenings of expected visibility to the full range of the DIVAD gun by
extrapolating limited Fort Knox field test data on helicopter detection
ranges. In contrast, in the Carmonette analyses, a ground-to-ground
detection model was modified to include helicopters; incorporated visual
detection distances up to only 3 kilometers, considerably short of the
DIVAD gun range; and treated this detection range as a *“‘brick wall”
beyond which no visual detection could occur. Because of this range
shortfall and because the Carmonette analysts disagreed with the proce-
dure of extrapolating VISPOE data, the Carmonette analyses of the
DIVAD used the forward-looking infrared detection routine as a proxy for
the visual detection of helicopters to the full range of the DIVAD gun. In
addition, the basic probabilities of detection assumed that the ground
observers in the night vision and electro-optical laboratory model had
infinite time in which to detect targets, so the Carmonette modelers had
to insert search-time limits in order to keep the model from accepting
unrealistically long search times.

These two characteristics—the DIVAD’s forward-looking infrared and
search-time limits—were also incorporated into the ADAGE for the visual
detection of helicopters. Since the DIVAD was not equipped with forward-
looking infrared detection capability, its use as a primary visual detec-
tion model for helicopters resulted in a model that did not properly rep-
resent the operating characteristics of the gun. The Stinger model in the
coM